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Abstract

The division of zero by zerturned out to be a long lasting and not ending puz:
mathematics and physics. An end of this long discussiamot in sightIn particula
zero divided by zero is treated as indeterminate thus that &easuabt be found oult
is the purpose of this publication to solve the problénhe division of zero by ze
while relying on the general validity of classical logic. Acdngdto classical logi
zero divided by zero is one.
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1. Introduction

Aristotle’s unparalleled influence on the development of sifielknowledge in western
world is documented especially by his contributions tositas logic too. Besides of
some serious limitations of Aristotle’s logic, Arise8 logic became dominant and is an
adequate basis for understanding science, since centuriesniropfact, some authors
are still of the opinion that Aristotle himself has disemd everything there was to know
about classical logic. After all, classical logic, as such at dasely related to the study
of objective reality, deals with absolutely certain infeemnand truths. In general, classi-
cal logic describes the most general, the most simple, theabsisact laws of objective
reality. Under conditions of classical logic, there is noautainty.

In contrast to classical logic, probability theory deal$wihcertainties. This raises
questions concerning whether there is an overlap betweercaldegic and probability
theory at all. Without attempting to be comprehensiveay imelp to sketch at least view
words on this matter in this publication. Classical logiat least closely allied with
probability theory and vice versa. As such, classical logicnmaseaning apart from
probability theory and vice versa. It should therefore €@®s no surprise that there are
trials to combine logic and probability theory within oned ahe same mathematical
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framework, denoted as dialectical logic. However, as alreablsped, there are natural
ways in which probability theory is treated as an extensfatassical logic to the values
between +0 and +1 where probability of an event is tleadeits truth value. In this con-
text, Fuzzy logic is of no use and already refuted [1].drtiqular, the relationship be-
tween classical logic and probability theory [2] is the sambe#sween Newtonian me-
chanic’s and Einstein's special theory of relativity. The passes over into the other and
vice versa without any contradictions.

2. Material and methods

2.1. Definitions

DerINITION O. (NUMBER +0).
Let ¢ denote the speed of light in vacuumgladenote thelectric constant and let |4 the
magnetic constant. The number +0 is defined as the expression

(czxeoxyo)—(czxaoxuo)E+1—1E +0 )

DEFINITION 1. (NUMBER +1).
Let c denote the speed of light in vacuumgladenote thelectric constant and let |4 the
magnetic constant. The number +1 is defined as the expression

C* xgy X fhy =+1 1)

DEFINITION 2. (BERNOULLI TRIAL).
Let t denote a Bernoulli trial thus that

t=+1..,+N 2)
DEFINITION 3. (THE SAMPLE SPACE).
Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lt denote an event, a subset of the sample sgacéet gx;

denote the negation of an evgrg another, complementary subset of the sample space
rC:.. In general, we define the sample spaeas

Ce ={ 0% 0 X} 3)
or equally as
OXt + Olt = RCt (4)
In other words and according to quantum theory, the sasphce;C; at one certain
Bernoulli trial t is in a state of superpositionggf andgx;.
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DEFINITION 4. (THE COMPLEX CONJUGATERC* OF THE SAMPLE SPACRC,).
Let RCi* denote the complex conjugate of the sample sp@gehe set of all the possible
outcomes of a random experiment et cetera. In general, we define

LC. x.C =1 (5)
with the consequence that
1 (6)
RCt = C
R ™t

DEFINITION 5. (THE EIGEN-V ALUES OF ¢X5).
Under conditions of classical logigs; can take only one of the values

oX, ={+0,+1 (@)

DEFINITION 6. (THE EIGEN-V ALUES OF ¢X;).
Under conditions of classical logig; can take only one of the values

e 5{+0,+]} (8)

DEFINITION 7. (THE SMPLE FROM OF THE NEGATION OF oX1).
Let ox; denote the negation of an evgxtin generalwe define the negation of an event

oXt as

oX¢ = RCt ~ 0%t ©)

Scholium.

Under conditions of classical logigCi=1 and we obtain thai=1-x;. George Boole
(1815-1864) himself reformulated already a rigorous aljelmoncept of Aristotle's sys-
tem of logic in his 1854 monogragn Investigation of the Laws of Thought, on Which
Are Founded the Mathematical Theories of Logic and Probabilities [3]. The term 'Bool-
ean algebra’, an algebra of a two-valued logic, was firgfestgd by Sheffer in 1913 and
honors this English mathematician. The first mathematicaligigebraically formulation
of the notion negation was provided to us by Georg Bdnlgeneral, following Boole,
negation in terms of algebra, can be expresses; &ivx;. According to George Boole
and Boolean algebra +0 denotes false and +1 denotes kemee the respective inter-
pretations of the symbols 0 and 1 in the system of Logic are Nothing and Universe” [3].
According to Boole, If x represent any class of objects, then will 1 - x represent the con-
trary or supplementary class of objects, i. e. the class including all objects which are not
comprehended in the class x.” [3]. Boole generalizes the contrary of x very precisely.
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“And, in general, whatever class of abjects is represented by the symbol x, the contrary
class will be expressed by 1 - x.” [3]. According to Boolegx,, i. e. the contrary class of x,
the negation of x, is expressed algebraically gs.1-

DEFINITION 8. (THE PROBABILITY OF gX4).

Let Y(oXy) denote the eigen-function [4] as associated with the eiglereyx,. Let gC*
denote the complex conjugate of the sample sp@cé et c(x;) denote the complex co-
efficient as associated with the eigenvajgenhile satisfying some normalization condi-
tion. Let c*(pX;) denote complex conjugate of the complex coefficient as assoaiath
the eigenvalugx;. Let pgx;) denote the truth value, the degree of certainty, the pileba
ity as associated with an evertat one single Bernoulli trial t.

E(o%) (10)
0%

p(OX‘)Ew(OXI)XRC: EC(OXt)xC* (OX()E

DEFINITION 9. (THE EXPECTATION VALUE OF pX-).

Let Y(ox;) denote an eigen-function as associated with an eigeng@llet ;C* denote
the complex conjugate of the sample spaeLet c(x;) denote the complex coefficient
as associated with the eigenvalmewhile satisfying some normalization condition. Let
p(oxy) denote the truth value, the degree of certainty, the pilapats associated with an
eventyx; at one single Bernoulli trial t. Let §x{) denote the expectation value of an event
oX¢ at one single Bernoulli trial t. In general, we define

E(Oxt)Ep(OXt)xOXtEC(OXt)qu( oXt) (11)

DEFINITION 10. (THE EXPECTATION VALUE OF oX1).

Let p(x;) denote the truth value, the degree of certainty, the prityadslassociated with
an evengy; at one single Bernoulli trial t. Let §() denote the expectation value of an
eventgx; at one single Bernoulli trial t. In general, we define

E(oX) = P( X)) % 0X, (12)

DEFINITION 11. (THE PROBABILITY OF THE SAMPLE SPACE).

The sample spac&(or gC;) of an experiment is the set of all possible outcomehér
experiment with the consequence that the sum of the prdlesbitif the distinct out-
comes within a sample space is equal to 1. In general, wesdefi

P(ox)+P(ox)=p(rG)= HQ) =1 (13)
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DEFINITION 12. (THE VARIANCE OF A SINGLE EVENT).
Let o(oX;) denote the variance of an eigen-vajyeat one [4] certain Bernoulli trial t. In
general, we define the variance of an eigen-vgluat one certain Bernoulli trial t as

J(oxt)2 = E(OXI_E(OXI))z

E(OX[Z)_E(OX[)Z
(14)

(Oxt xoxt)xp(oxt)x(l_ p( Oxt))

E(o%)*(o%)*(1=p( o))

DEFINITION 13. (THE INNER OR LOGICAL CONTRADICTION).
Let A(ox)? denote the logical contradiction squared as associated witlyemvaluex;.
In general we define

2
(%)
A(ox) == (%) X(1-P( %) (15)
° (Oxt x Oxt) ° ( ’ )
Scholium.
Under conditions of classical logic, there are no logicatradictions and we do obtain
thatA (oX0)?2 = peX)*(1-pExy))=0. As soon ad (gx;)?20, we are under conditions of dia-
lectical logic or probability theory and we will obtain amér contradiction.

DEFINITION 14. (GONJUNCTION).

Let ppAy) denote the truth value, the degree of certainty, theapility as associated
with an evenpA, at one single Bernoulli trial t. Let ¢&;) denote the truth value, the de-
gree of certainty, the probability as associated with antey@e at one single Bernoulli
trial t. In general it is p@;) + pEAy =1. Let pgBy) denote the truth value, the degree of
certainty, the probability as associated with an exyBpat one single Bernoulli trial t. Let
p(rB;) denote the truth value, the degree of certainty, theapilily as associated with an
eventgB; at one single Bernoulli trial t. In general it isB{) + pRB;) =1. The sample
space is a compound sample space while the probability iecatifll to 1. The conjunc-
tion, denoted by the sign, is defined (under conditions of mutual independencehéy t
expression

_ 9 :E(oAﬂRBt)
P(oA N xB)=p(cA)*xP(<B) (,A)*(<B) (16)

where pgA; n rBy) denotes the joint probability @A n gB; while EEA; n rB;) denotes
the joint expectation value at one single Bernoulli trial t.
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DEFINITION 15. (DSJUNCTION).

Let ppAy) denote the truth value, the degree of certainty, theapility as associated
with an evenpA, at one single Bernoulli trial t. Let ¢&;) denote the truth value, the de-
gree of certainty, the probability as associated with antey@e at one single Bernoulli
trial t. In general it is p@Q;) + pEAy =1. Let pgBy) denote the truth value, the degree of
certainty, the probability as associated with an eyBpat one single Bernoulli trial t. Let
p(rB;) denote the truth value, the degree of certainty, theapilily as associated with an
eventgB; at one single Bernoulli trial t. In general it isB{) + pRB;) =1. The sample
space is a compound sample space while the probability iecgiidll to 1. The disjunc-
tion, denoted by the sign, is defined (under conditions of mutual independencehéy t
expression

)

N <B
x(=B)

£ 028 ECA 8] EAsE)

p(oADRB\):(OA)x(RB\) (oA)x(<B) (o

where E¢A; n rB;) denotes the joint expectation value at one single Beirtaallt. In
other words, it is

P(oA O rB)=p(,A)*+P(:B)-P(oA N :B) (18)

2.2. Methods

2.2.1. Thought Experiments

Thought experiments [5] play a central role both in naturahseis and in the philosophy
and are valid devices of the scientific [6] investigation. Orth@ most common features
of thought experiments is that thought experiments catalen to provide evidence in
favor of or against a theorem, a theory et cetera. In partithtre have been attempts to
define a “thought experiment”, still there is no standardni&fn for thought experi-
ments and the term is loosely characterized. More precisely,ajjeeeptance of the
importance of thought experiments can be found in almostsalptines of scientific in-
quiry and are going back at least two and a half millenniaheve practiced since the
time of the Pre-Socratics [7]. A surprisingly large mi&joof impressive examples of
thought experiments can be found in physics among sorite rmbst brilliant practition-
ers are Galileo, Descartes, Newton and Leibniz [5]. Manyéenphysical publications
have been characterized as thought experiments and include Maxigelts, Einstein’s
elevator (and train, and stationary lightwave), Heisenbearitsoscope, Schrédinger’'s
cat et cetera. Thought experiments are conducted for diverse régasovnsriety of areas
and are equally common in pure, applied and in experimeralematics.
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2.2.2 Counterexamples

The relationship between an axiom and a conclusion derivaddchnically correct way
from such an axiom determines the validity of such a coinciugn particular, it is im-
possible for an axiom to be true and a conclusion detiived technically correct way
from the same axiom to be false. A conclusion deriveal tiechnically correct way must
follow with strict necessity from an axiom and must be fé contradictions. In point of
fact, a logical contradiction is not allowed in this context

A counterexample [8] is a simple and valid proof technique which philosopherd a
mathematicians use extensively to disproof a certain plpiosal or mathematical [9]
position or theorems as wrong and as not generally valghbwing that it does not ap-
ply in a certain single case. By using counterexamples reseantiay avoid going down
blind alleys and stop losing time, money and effort.

2.3. Axioms

There have been many attempts to define the foundationgiofih a generally accepted
manner. However, besides of an extensive discussion intehatuire it is far from clear
whether the truth as such is a definable notion. As généradwn, axioms and rules of a
publication have to be chosen carefully especially in ordavtéid paradoxes and incon-
sistency. Thus far, for the sake of definiteness anddaerdo avoid paradoxes the theo-
rems of this publication are based on the following axiom.

2.2.1. Axiom I (Lex identitatis. Principium Identitatis. Identity Law)

In general, it is

+1=+1 (19)




viXra.org
llija Barukei¢

3. Results

3.1. Theorem (The addition of probabilities)

Let ppA,) denote the truth value, the degree of certainty, theapility as associated
with an evenpA, at one single Bernoulli trial t. Let ¢&;) denote the truth value, the de-
gree of certainty, the probability as associated with antey@e at one single Bernoulli
trial t. In general it is p@Q,) + pEA) =1. Let pgBy) denote the truth value, the degree of
certainty, the probability as associated with an exyBpat one single Bernoulli trial t. Let
p(rB;) denote the truth value, the degree of certainty, theapilily as associated with an
eventzB; at one single Bernoulli trial t. In general it isB{ + pRB;) =1.

CLAIM .
In general, it is

p(oA)+p(RBt): p(oA U RBt)+p( OA n RB\)Zl-(l-P(RB\))ﬂ- p(oA) (20)

PROOF
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (21)
Multiplying this equation by pA), we obtain
1x p(oA)zlxp(oA) (22)
or
p(oA)zp(oA) (23)
Adding pGA)), itis
P(oA)*+P(0A)=P(oA)*+P(.A)=1 (24)
which is equivalent with
P(oA)+P(0A)=1 (25)
Rearranging equation, we obtain
p(oA)zl_p(oA) (26)
Adding pgBy), it is
P(oA)*+P(=B)=P(=B)+1-P(,A) (27)
which is equivalent with
p(oA)"'p(RBt):l_(l_ p(RBt))+l—p(0A) (28)
or with

P(oA)*P(xB)=P(oA D RB)+P(,A N <B)=1-(1-p(:B))*1-p(,A)  (29)

QuoD ERAT DEMONSTRANDUM.
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3.2. Theorem (Inclusive Or)

Let pEAy) denote the truth value, the degree of certainty, theapility as associated
with an evengA, at one single Bernoulli trial t. Let @&;) denote the truth value, the de-
gree of certainty, the probability as associated with ante@e at one single Bernoulli
trial t. In general it is p@,) + pEA) =1. Let pgBy) denote the truth value, the degree of
certainty, the probability as associated with an exyBpat one single Bernoulli trial t. Let
p(rB;) denote the truth value, the degree of certainty, theapitily as associated with an
eventgB; at one single Bernoulli trial t, it is g;) + pRB;) =1. Let pgA; O rBy) denote
the truth value, the degree of certainty, the probabilitgsa®ciated with (inclusive) dis-

junction.
CLAIM.
In general, under condition of independence, it is
P(oA 0 <B)+((1-p(4A))x(1-p(:B)))=1 (30)
PROOF
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (31)
Multiplying this equation by pf; O grBy), we obtain
1XD(OADRB\):1XD(OADRB\) (32)
or
p(OADRa):p(OADRa) (33)

Under conditions of independence it follows that

p(oAD Ra):p(OA)+p(Ra)_p(0A n RBl):p( 0A)+p(RBl)_(p(oA)xp(RBl)) (34)

or an equivalent relation as
p(oA O <B)=1-((1- p(,A))x(1- p(<B))) 39
At the end, we obtain
p(oA 0 B )+((1-P(4A))x(1-p(B))) =1 (58)

QuoD ERAT DEMONSTRANDUM.

In general, the equation above can be rewritten as

P(DA g RB%)+((1_F’(0A))X(1_ p(RBt))): p(oA)+ p(RB\)_ p(oA n RB\)+((1_ p(oA))x(l_ p( Ra))):1(37)
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3.3. Theorem (Law Of Excluded Middle. Principium tertii exclusi)

Something at a certain Bernoulli trial t is either truéatge but not both. Still, something,
which is true at the Bernoulli trial t can be false at a Bdlinmial t + x. Example. Let it
betrue that Sir Isaac Newton ialive at the year t=1700. Furthermore, let ittbae that
Sir Isaac Newton igot alive at the year t=2017. It is easy to see that both each other ex-
cluding states are true, which is a contradiction withctiresequence that the principle of
bivalence should be rejected. Similar and other early argsnagainst bivalence (Aris-
totle’s sea battle argument) ignored the relation of bivalententa Thus far, various
multi-valued logics have been developed, among them qudotiom which lacks biva-
lence. Still, there are conditions where there is no thétiveen twotertium non datur.
Thus far, let pfA,) denote the truth value, the degree of certainty, theapilily as asso-
ciated with an evenjA, at one single Bernoulli trial t. Let g&;) denote the truth value,
the degree of certainty, the probability as associated widvantyA; at one single Ber-
noulli trial t. In general it is pA;) + pEA;) =1. Let pgBy) denote the truth value, the de-
gree of certainty, the probability as associated with antea at one single Bernoulli
trial t. Let pgB;) denote the truth value, the degree of certainty, theapilily as associ-
ated with an everB; at one single Bernoulli trial t, it is g8, + pRB;) =1. Let pfA; O
rB:) denote the truth value, the degree of certainty, the pilipats associated with (in-
clusive) disjunction.

CLAIM.
In general, théaw of excluded middle can be expressed by the formula
P(oAORB)=p(oA)*p(:B)=1 (38)
PROOF.
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (39)
Multiplying this equation by p@; O gBy), we obtain
1xp(,A0RB)=1xp(,A D:B) (40)
or
p(OADRBl):p(OADRa) (41)

which can be rearranged as
P(oA 0 rB)+((1-P(6A))*(1-P(<B))) = P(oA) + P(<B) - P(oA n :B)+((1-p(4A))x(1-p(<B))) = 1(42)
Under conditions where
((1-p(oA))x(2-p(B)))=0 (43)
and where

p(,A n <B)=0 (44)

10
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itis
P(oA 0B )+0=p(,A)+p(sB)-0+0=1 (45)
or
P(oA D rB)=pP(,A)+pP(sB)=1 (46)

QuoD ERAT DEMONSTRANDUM.

3.4. Theorem (Zero Divided By Zero Is Not Equal To Zero)

Let a set of integers consists of zero (0), the positiveralatwmbers and the negative
natural numbers. Let X denote a set of integers thus thateo(={., -2, -1- 0, +1, +2,
...,+o}. Further, let Y denote a set of integers thus that ¥%={-.., -2, -1- 0, +1, +2,
...,7oo}. Let the set X be independent of the set Y and vice versd(y\etienote a func-
tion which returns one single value out of Y at an singleeexgent t. Let f(¥ denote a
function which returns one single value out of X at amglsirexperiment t. Let f¢y be
independent of f(x

CLAIM /THEOREM.
In general, itis

(47)

PROOFBY CONTRADICTION.

A proof by contradiction is based on the law of non-@atittion. According to the rules
of a proof by contradiction, we are starting this pimpfissuming thahe opposite of our
above claimis true. A proof by assuming the opposite is not allowed to teaa logical
contradiction. Thus far, we assume that the claim abovetisrure; the opposite of our
theorem above is true. It is generally valid that

fF(y)-f(x)

T)-T(x) (@8)

Now we perform a single thought experiment t=1. As thingle experiment, we obtain
the value f(y)=3 and f(x)= 2. Rearranging the equation above, we obtain

P
N
|
[ERN
|

3=2 1 0 (49)

a logical contradiction. This single experiment is enough to provide strictlence that
the term ((f(y)-f(xo))/(f(yy)-f(xy)) is different zero. Still, to increase the strength \if e
dence of this proof we increase the number of experimeantstfrl to t=10000000000...

11
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At every of these experiments we obtain the result thatd k@ical contradiction. Thus
far, in order not to waste time any more, we perform taglggeriment t+1 and do obtain
the values f(y1)=4 and f(x.1)=3. Rearranging equation above we obtain

4-3 _1_

FECE R (50

a logical contradiction. At this moment, we just don’'t know, what is thesult of the
division ((f(y)-f(x))/(f(y)-f(xy)), i. e. if something equivalent to itself is dividbd it-
self. Still, according to thiseductio ad absurdum it is generally valid that

fy)-f(x)

f(yt)-f(xt)io &1

QuoD ERAT DEMONSTRANDUM.

3.5. Theorem (Zero Divided By Zero Is Not Equal To Infinity)

Let a set of integers consists of zero (0), the positiveralatumbers and the negative
natural numbers. Let X denote a set of integers thus thate(={., -2, -1- 0, +1, +2,
...,7o}. Further, let Y denote a set of integers thus that ¥%x{-.., -2, -1- 0, +1, +2,
...,+oo}. Let the set X be independent of the set Y and vice versd(yetlenote a func-
tion which returns one single value out of Y at an singleenent t. Let f(¥ denote a
function which returns one single value out of X at amlsirexperiment t. Let f(y be
independent of f(x

CLAIM /THEOREM.
In general, itis

# 0 (52)

PROOFBY CONTRADICTION.

A proof by contradiction is based on the law of non-@mtittion. According to the rules
of a proof by contradiction, we are starting this piopfissuming thahe opposite of our
above claimis true. A proof by assuming the opposite is not allowed to teaa logical
contradiction. Thus far, we assume that the claim abovetisrue; the opposite of our
theorem above is true. It is generally valid that

f(y)-f(x)

fw)-f(x) 53)

Now we perform a single thought experiment t=1. As thingle experiment, we obtain
the value f(y)=7 and f(x)= 6. Rearranging the equation above, we obtain

12
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76 1 (54

a logical contradiction. This single experiment is enough to provide strictlence that
the term ((f(y)-f(xo))/(f(yy)-f(xy)) is different zero. Still, to increase the strength \f e
dence of this proof we increase the number of experimentstfrl to t=10000000000...
At every of these experiments we obtain the result that, B=logical contradiction.
Thus far, in order not to waste time any more, we perfiast experiment t+1 and do
obtain the values f(y)=8 and f(x.1)=7. Rearranging equation above we obtain

= 9

a logical contradiction. At this moment, we just don’'t know, what is thesult of the
division ((f(yo)-f(x0))/(f(yy)-f(xy)), i. e. if something equivalent to itself is dividby it-
self. Still, according to thiseductio ad absurdum it is generally valid that

FO)=F(%)

(%)= 1(x) (0)

QuoD ERAT DEMONSTRANDUM.

Scholium.

At this stage, we don’t know what is the resulzéso is divided by zero. Still, we are
looking for a generally valid solution of this piten. In point of fact, according to the
theorems before we are authorized to accept thiatfimg. 1.1t is generally valid that
0/0 is not equal to zero. 2t is generally valid that 0/0 is not equal to infinity. The
experiments above can be repeated “without” and Aftdr a very long and “endless”
series of proofs by contradiction, we will find ahiat 0/0 is not equal to 5, that 0/0 is
not equal to 6, that 0/0 is not equal to 7, th&ti6/not equal to ... How many proof by
contradiction are necessary to recognize [10],,[1113] the evident?

13
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3.6. Theorem (Zero Divided By Zero Is One)

Let a set of integers consists of zero (0), the positiveralatwmbers and the negative
natural numbers. Let X denote a set of integers thus thate(={., -2, -1- 0, +1, +2,
...,7o}. Further, let Y denote a set of integers thus that ¥%x{-.., -2, -1- 0, +1, +2,
...,+oo}. Let the set X be independent of the set Y and vice versd(yetlenote a func-
tion which returns one single value out of Y at an singleenyent t. Let f(¥ denote a
function which returns one single value out of X at amlsirexperiment t. Let f(y be
independent of f(x

CLAIM /THEOREM.

In general, itis

=1 (57)

PROOFBY INDUCTION.

A proof by induction is a form direct proof and usually done in several steps. The first
step, known athe base case, is to prove the given equation, a statement for tisée rim

of a certain thought experiment t=1. One than assumeisidbetion hypothesis that an
equation, a statement holds for the run of t=n though¢mxents. Finally, the inductive
step proves an equation, a statement holds for thef teemot 1 thought experiments.
Thus far, we perform a single thought experiment t=1th/s single experiment, we ob-
tain the value f(3)=5 and f(x)= 4. Rearranging the equation above, we obtain

5-4_1_,_
54 10 (58)

a contradiction free and correct result. This single experiment is enough to provide strict
evidence that the term ((f3f(xo))/(f(yy)-f(xy)) is different zero. Often a real experiment
as an analogue of a thought experiment is impossiblghfgsical, technological, ethical,
or other reasons. Thus far, to increase the strength ofreadof this proof too we in-
crease the number of experiments from t=1 to t=10000000080 every of these ex-
periments we obtain the result that 1=1 (the inductiorothgsis),a contradiction free
and correct result. Thus far, convince ourselves definitely, we perform aidaperiment
t+1 and do obtain the values =6 and f(x.1)=5. Rearranging equation above we ob-
tain

6-5_1

a5 1 =1 (59)

again a contradiction free and correct result. In general, it is valid that

fy)-f(x)

f(yt)—f(xt):l (60)

QuoD ERAT DEMONSTRANDUM.
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Scholium.
This proof is based on the fact that(g independent of f(xand vice versa. This in-
cludes the possibility that fy= f(x;) with the consequence that

Fv)-f(x)_f(w)-f(x)
Flv)=t0¢) F(w)-1(w)

_0_
=31 (61)

Thus far the theoretical challenge of the thougtgeeiment before is the simple di-
lemma thakither we must accept that 0/0st we cannot accept the result of the the-
orem before that ((fFQ+f(xy))/(f(yy)-f(xy)) = 1. Clearly, the thought experiment before is
characterized by an intriguing plasticity and clearness aadnded on an imaginary
number of experiments and confirms the theorem that)tgy))/ (f(yy)-f(xy))) = 1. In the
following we will highlight whether classical logic may cohtite anything to the prob-
lem of the division of 0 by 0. Assumed thehhssical logic is generally valid, then the
same logic should be valid for the division of O by O with the consequence that the
problem of the division of 0 by 0 could be solved byilevrelying only on classical logic.

3.7. Theorem (The Relationship between ¢X; and (X normalized)

Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lgt denote an event, a subset of the sample sfacéet gx;
denote the negation of an evgr{ another, complementary subset of the sample space
rCt.

CLAIM.
In general, the relationship betweg@nandyx; can be normalized as

X
0t + OZI - +1 (62)
RCt RCt
PROOF
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (63)
Multiplying this equation byx;, we obtain
Ix % =1x % (64)
or
0% = o% (65)
X
Adding gx;, we obtain
0% T oX = oX toX (66)

According to our definition, this is equivalent with
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(67)

Dividing by gC,, it is

=+1 (68)

QuoD ERAT DEMONSTRANDUM.

Scholium.

Especially under conditions of Euclidean geometry and Emistepecial theory of rela-
tivity, rC; denotes the hypotenuse, the side opposite tagheangle of a right angled
triangle whilega, andgb, denote the other two sides of a right angled gi@nAccord-
ing to Euclid’'s theorem, the Pythagorean Theorem fdlas

oX X rC, + X X rC = Oat22 + Obt22 =41 (69)
rRC X rC rRCGXRC G rC

One consequence of such an approach to the Pythagoreaeniteat the logical ne-
gation is that the Lorenz factor of Einstein’'s special thedmglativity is nothing else but
a mathematical reformulation of logical negation under ¢mmd of Einstein’s special
theory of relativity.

3.8. Theorem (The Number One According To Classical Logic)

Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lgt denote an event, a subset of the sample sfacéet gx;
denote the negation of an evgr{ another, complementary subset of the sample space

rCt.
CLAIM.

In general, it is
Xt

X
C, x 1—°—tJ
a2
PrOOFR

Given axiom | (principium identitatis, lex identitatibgtidentity law) it is

=+1 (70)

+1=+1 (71)

Due to the theorem before, this equation can be rearranged as

oXt + oX¢
G rRG

=+1 (72)

16



viXra.org
llija Barukei¢

Rearranging equation, it is

t=3-0% (73)

or

_ _ oX%
Xy = RCt x(l C J (74)

and at the end

X
C, x| 1- O—tj
oX¢ — o [ Gy =+]1
- - 75)
Xy X (
C. x| 1- rC x| 1~
RCt RCt
or as
OXI - +1
c @j )
R ™t
RCt
QuOD ERAT DEMONSTRANDUM.
SuUB-PROOF
Itis
OXt - +1
(1% | )
R ™t

An experiment provided the valugs = 1. Thus fargx; = 0 whilegC; = 1. We obtain

1 1 1 _1_

= = = _+1
1x(1_2j 1x(1-0 1x1 1

(78)

QuoD ERAT DEMONSTRANDUM.
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3.9. Theorem (The Number One According To Classical Logic)

Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lgt denote an event, a subset of the sample sgacéet gx;

denote the negation of an evgr{ another, complementary subset of the sample space

rC:. In general, under conditions of classical logic, #kist ox; =rC; =1.

CLAIM.
In general, it is

X
0N
R Ct X (1_ j
R ™t
PROOF
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (80)

Due to the theorem before, this equation can be rearranged as

oXt , oX¢

+ =+1 (81)
RCt RCt
Rearranging equation, yields
Oxt :1_ OXt (82)
RCt RCt
or
X
oX¢ = rC, x(l_o_CtJ (83)
R ™t
and at the end
X
<C X[l— OCt ]
Xt — R™ _ 41
X4 Xt (64)
rC x| 1- rC x| 1=
RCt RCt
oras
OXt — +1
C X 1_ OXt (85)
R ™t R(:t

QuoD ERAT DEMONSTRANDUM.
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SuB-PrROOFR
Itis

X
02t - +1

RCt x(l_ OXt ] (86)

RCt

An experiment provided the valugs = 0. Thus fargx; = 1 whilegC; = 1. We obtain

1 1 11

= = =_=+1
lx(l_gj 1x(1-0 1x1 1

(87)

QuoD ERAT DEMONSTRANDUM.

3.10. Theorem (According To Classical Logic itis (+0/+0)=+1)

Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lgt denote an event, a subset of the sample sgacéet gx;
denote the negation of an evgr{ another, complementary subset of the sample space
rC:. In general, under conditions of classical logic, #kist ox; =rC; =1.

CLAIM .
In general, it is

0_4 (88)

PROOF.
Given axiom | (principium identitatis, lex identitatibgtidentity law) it is

+1=+1 (89)
Classical logic define the number 1 as
N S (90)
_ 0%
g
and equally as
s S ) S | (92)

% 0%
RC X 1-—| RC %x|1-——
wlrg] -2

It is the same number 1 which is defined or determineddssical logic in two different
ways. Now we perform a thought experiment. The experimeffiorpegd provided the
valuespx; = 1. Thus fargx; = 0 whilegC; = 1. We obtain
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0% I 0% __ 0 _ (92)

_oX ) g 1-°j _ 0% 1[1-1j
RCI X[l Rct] X( 1 RC1X 1 RCt X 1

or

=

= 9 =+1 (93)
0

In other words, according to classical logic, it is

+_ =+1 (94)

QuoD ERAT DEMONSTRANDUM.

3.11. Theorem (According To Classical Logic itis (+0/+0)=+1)

Let rC; denote the set of all the possible outcomes of a randperiment, a phenome-
non in nature et cetera. Lgt denote an event, a subset of the sample sgacéet gx;
denote the negation of an evgr{ another, complementary subset of the sample space
rC:.. In general, under conditions of classical logic, #kist ox; =rC; =1.

CLAIM .
In general, it is

+0

— =41 (95)
+0

PROOF

Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (96)

Classical logic defines the number 1 in a mathematically consgtas
Oxt =41 (97)
X 1-&
Ry
but at from another point of view equally as
+1= o = o% =+1 (98)
X 0%
Ct x[l_o] Ct x[l_]
A Rct A Rct

It is the same number 1 which is defined or determineddssical logic in two different
but equally valid ways. Now we perform a second thoughtrérpat. The experiment
performed provided the valugg = 0. Thus fargx; = 1 whilegC; = 1. We obtain
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+1= oX = 0 I = o = 1 5 =+1 (99)
X - 0% -
Ctx(l_oj 1><[1 j C x[l_J 1><(1 j
" G (VN Qe 1
or
0.1 4 (100)
01
In other words, according to classical logic, it is
Vo (101)
+0

QuoD ERAT DEMONSTRANDUM.

3.12. Theorem (According To Probability Theory itis (+0/+0)=+1)

Let ppA,) denote the probability p&;) as associated with an evght. Le pgB;) denote
the probability p{B;) as associated with an evei.

CLAIM.
In general, it is
0 (102)

+0
DIRECT PROOFR

Given axiom | (principium identitatis, lex identitatibgtidentity law) it is
+1=+1 (103)

Classical logic defines the number 1 in a mathematically comacas

1xp(oA)=1xp(,A) (104)
or equally as

P(oA)=P(0A) (105)

There are conditions where the probability®) as associated with an eve#, is in-
dependent from something third. This must not meanttigaprobability pfA;) as asso-
ciated with an evergA; must be constant. A probability ) as associated with an
eventoA, stay that what it is, a third has no influence on this fEoére is only one oper-
ation which assures the independence of the probabifify)@s associated with an event
oAr. We obtain the following equation

P(oA)x1=p(oA) (106)
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Only if the probability pdA;) as associated with an eveh is multiplied by 1, it stays
that what it is. Thus far, even if the probability4] as associated with an eve®y, is
related to a probability pB;) as associated with an evel, under conditions, where it
is given that (pB))/ pRBy) = 1, the probability pB;) as associated with an eveis,
has no influence on the probabilityof{) as associated with an evel\;. The equation
before changes to

p(oA)x[%jzp(oA) (107)

In other words, especially under conditions of independénise

e

All events must have a probability between 0.0 and 1.0,didu0.0 and 1.0. In other
words, it is 0.0 < pA,) < 1.0. The equation before is and must be valid forpaolabil-
ity value and even in the case ikB() =0. Thus far, let pB8;) =0, we obtain

P(oA)*0 = P(4A) (109

Whatever the result of the operation (0/0) may be, unaleditons of independence, the
same operation must ensure thahpE p(A,). As we will see, there is only one value, as
proofed before, which assures this result. Our assampas that the probability ¢

as associated with an eve#t; is independent of a probability4i,) as associated with
an evenkB;. Thus far, the probability pd,) as associated with an evgAt may take the
value p{Ay)= 1. Under conditions whereg;)= 1 we obtain

1x==1 (110)

Thus far, either the law of independence of the probghilieory breaks down if
pP(AY)=1 and pgB;) =0 or we must accept according to probability theory that

P_a (111)
+0

QuoD ERAT DEMONSTRANDUM.
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4. Discussion

Many-valued or dialectical logic as a non-classical logic doéseastrict the number of
truth values to only two, either true or false, usuadinated by “0” and “1”. As usual in
classical logic, the truth values of the dialectical logic mag pasr into the truth values
either true or false with the consequence that dialectical tedieces to simple classical
logic. A critical discussion of some main systems of ynasued logics (Lukasiewicz
logics, Godel logics, t-Norm based systems, Three-valyeteras, Dunn/Belnap’s
4-valued system, Product systems) can be found in literafuzzy logic which belongs
to the family of many-valued logics too, is already refufigd [

The proof that 0/0=1 is based on classical logic and theafgtban theorem and gener-
ally valid. Still, some point are worth being mentioned.

PSEUDO-COUNTEREXAMPLE.
Let us claim something which is obviously incorrect. Létettrue that

+2=+1 (112)
In other words, multiplying by zero, we obtain
+2x0=+1x0 (113)
At the end, itis
+0=+0 (114)
Dividing by zero, it is
1_8 ::_8 (115)
or, according to our proofs before,
+1=+1 (116)

which is a logical contradiction. We started with somethimgprrect (+2=+1) and ob-
tained something correct (+1=+1). This is not possible diguments so far considered
show that a superficial of the division of zero by zero el lto invalid inferences with
the result to treat the division of zero by zero as indetextmiand undefined. The prob-
lem above arises from a dilemma posed by the multiplicatiarebo and not by the divi-
sion by zero. The multiplication by zero changes somethinigequivalent (2=1) to
something equivalent (0=0). And yet, despite a long histbidebate going back to Ar-
istotle [10], the division of zero by zero is possibléhaut any contradiction. Thus far,
let as regard the following.

SuB-PROOF
Again, let us claim something which is obviously incorréet it be true that

+2=+1 (117)

In other words, multiplying by zero, we obtain
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+2x0=+1x0 (118)

In our understanding and following Euler, 2x0 is aqual to 1x0. Thus far, we change

the notation [2] and do obtain

2 0=1¢ (119)
Dividing by zero, it is
0 0
ST 120
0 0 (120)
or, according to our proofs before,
+2=+1 (121)

which is equivalent with the incorrect starting point, wated from.
QuoD ERAT DEMONSTRANDUM.

5. Conclusion

A division of zero by zero is possible and defined. Zdiroded by zero is one. Still,
some rules of precedence should be respected if this mathemogtiication should be
generally accepted.
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