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Abstract

Since artificial intelligence was first introduced several decades ago, neural network has achieved
remarkable results as one of the most important research methods, and variety of neural network
models have been proposed. Usually, for a specific task, we train the network with large amounts
of data to develop a mathematical model, making the model produce the expected outputs
according to inputs, which also results in the black box problem. In this case, if we study from the
perspective of information meanings and their causal relations with the following measures:
denote information by neurons; store their relations with links; give neurons a state indicating the
strength of information, which can be updated by a state function or input signal; then we can
store different information and their relations and control related information’s expression with
neurons’ state. The neural network will become a dynamic system then. More importantly, we can
denote different information and logic by designing the topology of neural network and the
attributes of the links, and thus having the ability to design and explain every detail of the network
precisely, turning neural network into a general information storage, expression, control and

processing system, which is also commonly referred as “Strong AI”.
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1 Introduction

In recent years, neural network has achieved remarkable results in many areas such as image
recognition [1] and speech recognition. Many neural network models and algorithms have been
proposed since then, for example, perceptron [2], DNN [3], BP algorithm [4], and so on. Among
them, the majorities are based on the McCulloch — Pitts neuron model [5] and Hebb's learning
mechanism [6].

Figure 1 shows the basic structure of the M-P neuron model, where x; is the input, and wy; is the
weight of the input signal; v, = Y-, wy;x; + by, where v, is the sum function, and by, is the

bias; @(v) is the activation function, and it can be a sigmoid or tanh function.
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Figure 1 McCulloch — Pitts neuron model

Traditional neural networks treat the neuron as a compute unit and try to modify the weights of
synapses by training. We train the network in order to develop a mathematical model, hoping the
model produce the expected outputs according to inputs. The neural network is actually a linear or
non-linear regression function then. Traditional neural networks are partial to math and statistics,
ignoring the information’s meaning and their casual relations, which may lead to little progress in
artificial general intelligence for decades more or less.

In general, if we add a state representing the strength of the information; store their relations with
links; update the state with a state function or input signal; then we can store different information
and their relations and control related information expression by changing the neurons’ state with
state function. For ease of description, information, state, links and state function are named as
information node.

If we study from the perspective of information meanings and their causal relations, for example,

view neurons as information carrier, view neurons’ state as information’s expression, and use links
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to store and transfer the relations of information, then we may be able to get the answers to the
principle of intelligent behaviors and the black box problem of the neural networks. Based on
information and their relations, this paper proposes a new neural network model.

The paper is organized as follows. Section 2 introduces the new neuron model, and section 3
introduces the neural network based on the new neuron model. In the last, we make a conclusion

and give some advice about future work.

2 Neuron Model

Figure 2 shows a simplified neuron model mentioned in this paper. This neuron is composed of an
information state, input links, output links, and a state function. The state represents the strength of
the information’s expression or appearance and is denoted by xj; Input links are used to send
signals to this neuron, and then the state function ¢(v) update neuron’s state. If the neuron’s state
is over a threshold, then it sends signals to other neurons by output links. Both input and output

links are the same links, and wy, is the weight of a link, TTLj, is the duration of a link.

Neuron Model
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Figure 2 Neuron Model

2.1 Information State

In this paper, we use a state to show the strength of the information’s expression or appearance. The
state can be denoted by a ranged float value, such as [0, 1], where O is the smallest, and 1 is the

biggest. The state is a dynamic value, which can be updated by input signal or state function.

2122



A New Neural Network for Artificial General Intelligence, Haisong Liang

2.2 Link

In this paper, links are used to record the influences of information on each other and transfer signals.
Commonly, the effects of information can be positive or negative, so we can add an attribute to
show this. When a neuron has an output bigger than threshold, positive links send positive signals
to connected neurons, and negative links send negative signals to connected neurons.

The link between neurons is directional, and it points from one neuron to another. The links in
neurons can be divided into two types, input links and output links. Input links receive signals from
other nodes, output links send signals to other nodes on the contrary. For an information node, it
may have multiple input links and output links, and there may exist multiple links between two

nodes.

2.2.1 Signal Delay

Usually, when the neuron is activated, links will send signals immediately to connected neuron. But
in some cases, the link may have signal delay so that it may send signal several clock cycles after
the neuron’s activation, for example, the action potential in neurons needs time to conduct [7]. So,
we can give the link a delay attribute. When the neuron has an output, if the delay is not zero, the
link will send signal to connected neuron after the delay.

All the links in this paper will have a default value zero for delay if not specified.

2.2.2 Signal Duration

The effects applied on neurons may have a duration. The duration may different in different links,
some long, some short, but within the duration time, the link will always send signals and apply
effect on the linked node. The duration is expressed with a TTL (Time to Live). When the neural
network runs, we use a runtime TTL to express the remaining time of the signal. If the runtime TTL

is not 0, it means that the link is activated and is sending signal.
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2.2.3 Link Weights

The influence strength between information is different in most situations, so we give the link a
weight attribute to represent the trait. The weight is a float number, and it can be positive or negative.
Normally, we set it positive for positive links, and negative for negative links.

The weight of links and the number of links are equivalent and can be converted from one to another.

2.2.4 Persistence

In most cases, the links are persistent between information. But in dynamic systems, the relations
between information can be modified dynamically. One of the modifications is that the links may
be deleted or invalid after a period of time. Here we add a persistence attribute, or a survival time,
to the links. When the link lives longer than its original survival time, then the link is invalid, and it

won’t transfer signal.

2.2.5 Link’s Symbol

Figure 3 shows a symbol of the link. We use an arrow to denote the link, and the arrow points from
the starting neuron to the endding neuron. The weight w and TTL are marked in the middle of the
arrow. If the weight is 1 or -1, we mark the result of w X TTL. As shown in Figure 3, -1 means a
negative link with TTL 1.

w, TTL

A -1 B

Figure 3 Link’s Symbol

2.2.6 Other Attributes

The paragraphs above give some attributes to represent the relations between information,
nevertheless the relations are multitudinous and not limited to the ones above. Similarly, we can add

new attribute to the link for new relation if necessary.
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2.3 State Function

State function is used to assess the state on the basis of links’ attributes and input neurons’ state. For
a neuron, let x, be the input of the nth link, and w,, the weight of the nth link; Set d the threshold
of the neuron. If the weighted sum of links is bigger than d, then the neuron is activated. Let S be
the neuron status, and true for active, then we can get the following equation:

Equation 1

n
(1, Zwixxi>d

S= i=1
0, Zwixxigd
i=1

Considering the “all-or-none” law in biological nervous system [7], we give the neuron only two

s

states. To express the state more precisely, we can use the activation function ¢(v) in traditional
neural network to make the state in (0, 1), as shown in Equation 2.

Equation 2

O = 9( ) wixx = d)
i=1

where @(v) can be sigmoid or tanh. More commonly, we can use a linear function to describe the
strength of the information, such as ReLu function.
In the above operations, it is needed to pay attention to the x,,. Because of the signal delay and

signal duration, the x, can be different at different time.

2.4 Simplified Model

The neuron model in this paper can be simplified according to the all-or-none law. The state of a
neuron can be active or inactive, and the weight can be 1 or -1. For state function, we can use a

Heaviside function, and set d = 0. Then we have Equation 3.
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Equation 3

n

(1, 2 w; Xx; >0
i=1
n

0, 2 w; Xx; <0
i=1

Equation 3 is a step function, and the meaning of the above equation is that, in the input links of a

S =

neuron, if the number of positive links is bigger than the negative links’, the neuron is activated.
The network based on the simplified neurons is called simplified neural network, and the network

model accords with the sparse matrix in traditional neural network [8].

2.5 Information Node Types

Classify the nodes by functions, we have three types of information nodes.

1. Input nodes: Input nodes, like input device in computer, receive signals from outside
environment. The input links of input nodes are empty.

2. Innernodes: Inner nodes are the nodes that don’t communicate with environment directly. They
connect with input nodes, output nodes and inner nodes.

3. Output nodes: Output nodes send signals to environment. When output nodes’ status change,
output device should react.

The state of information node can be updated by input signals, or by the state function.

3 Neural Network Model

3.1 Introduction

Combine the neurons together with links, we can get a large-scale information storage and
processing network, and that is the new neural network model. In the ideal situation, all the
information nodes can execute independently with a state function, forming a large-scale parallel
system.

The nodes use a state function to update its states from input links all the time, and when nodes are

activated, output links send signals to connected nodes. The time these operations cost is called a
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period T. For the neural network, if all the nodes do the same operation at the same time, then it is
a synchronous network, otherwise it is an asynchronous network.
If the nodes’ number or type, or links’ number or attributes, can be modified during runtime, it is a

dynamic network.

3.2 Execution Process

The execution flow of the network is simple, which mainly contains operations of different nodes:

1. Initialize the network if necessary;

2. For any of the input nodes, if it receives signals form environment, sends signals to connected
nodes through output links;

3. For inner nodes, update their status according to state function, and send signals if activated;

4.  For output nodes, update their status according to state function, and ask the output device to
response.

5. Update links’ attribute;

6. Repeat the above operations.

3.3 Network Simulation

In an ideal network, all the information nodes have executive capacity, which means that the nodes
can update their status and send or receive signals on their own. But currently, there is no dedicated
hardware designed for the network described in this paper, so it is necessary to simulate the network
based on traditional computer architecture. For a complicated network, it may contain nodes and
links over one ten trillion [9], demanding great storage and concurrency capabilities.

The following is an algorithm suitable for simulation. In practice, it is a great idea to adopt OPENCL
or CUDA to speed up.

1. Save all the nodes in a collection, save the temporary weighted sum in node; Save all the links

in a collection, save the runtime status of links, such as TTL and delay;
2. Traverse all the links, update the temporary weighted sum of the active links’ connected nodes;

3. Update input nodes according input; Update inner and output nodes according to state function;
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4.  For links, update their runtime status; For activated input nodes and inner nodes, reset their
runtime status to default; For output nodes, let the output device response;

5. Reset all the nodes’ status.

6. Repeat step 2-5;

The algorithm processes nodes status first, processing links first can also work.

3.4 Persistent Node

Sometimes when we design network structures, we need some node keeping active to send

continuous signals. Such nodes can be got by adding a link to itself, as shown in Figure 4.

1

P-1

P 1

Figure 4 Persistent Information Node
With a link with TTL 1 pointing to itself, the node can keep active all the time, therefore we can get
positive or negative signals at any time.
To tell the persistent links apart, here we add a “P” in the middle of the arrow. There is an input link
with TTL = 1 in the node. This link is initialized active after the network begins, so the node can

work the next period. Another solution is setting node status instead of link status.

3.5 Structures and Functions

By changing the nodes’ topology and links’ attributes, we can control the states of the nodes at
different time, and thus control the information’s expression. With different nodes and links, we can

denote different information and logic.
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Figure 5
On the left part of the above network in Figure 5, if A is active, then B will receive activation signal
from A one period later, and then B will be active; On the right part, the link A-C has a two-period
positive signal, link B-C has a one-period negative signal, if at some period T A is active, then if we
want C to be active, then B should not be active in T and T;+1.
The way nodes and links combined together is not unique, and there are multiple network structures

for one function.

3.6 Examples of Logical Function

The neurons in the network have states, which can be updated by input signals or state function. The
states can be Boolean, hence we can realize various logic based on the states for various information.
This section we analyze the logical functions and their corresponding network structures based on

the synchronous simplified neural network mentioned above.

3.6.1 AND

P -1 Y=A & B

1

Figure 6 AND

Figure 6 shows the structure for AND. Node A denotes feature A, node B denotes feature B, and
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they both have a link pointing to node Y with TTL 1. In addition, Y has a negative link pointing to
itself with a permanent TTL 1. Let 1 for active, and 0 for inactive. According to the state function,
we can have the following truth table.

Tablel AND

Input (T) | Output (T+1)

A B

el el K= K =)
— o~
—|o|lo|lo |

In Table 1, the states of A, B are their states at time T, the state of Y is its state at time T+1. From
the table, we can draw a conclusion that Y = A AND B. Therefore, Y means that A and B active at
the same time. A and B can be replaced with any other information, for example, pixels and sound

strength.

3.6.2 OR

Figure 7 OR
Figure 7 shows the structure for OR. Node A and B both have a positive link pointing to node Y
with TTL 1. According to state function, we can have Table 2.

Table2 OR

Input (T) | Output (T+1)

A B

el e K= K =)
— o=

Y
0
1
1
1
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In Table 2, the states of A, B are their states at time T, and the state of Y is its state at time T+1.

From the table, we can draw a conclusion that Y = A OR B.

3.6.3NOT

Figure § NOT
Figure 8 shows the structure for NOT. Node A has a negative link pointing to node Y with TTL 1.
In addition, Y has a positive link pointing to itself with permanent TTL 1. According to state function,
we can have the following truth table.

Table3 NOT

Input (T) | Output (T+1)

Y
0 1
0

In the table, the state of A is its state at time T, the state of Y is its state at time T+1. From the table,

we can draw a conclusion that Y = NOT A.

3.6.4 NAND

1 /Y:A NAND B

Figure 9 NAND
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Figure 9 shows the structure of NAND. Because of the simplified neural network, we use two
persistent positive links with TTL 1. The truth table is shown in Table 4

Table4 NAND

Input (T) | Output (T+1)
A B Y
0 0 1
0 1 1
1 0 1
1 1 0

3.6.5 NOR

— P 1 Y=A NOR B
B -1

Figure 10 NOR

Figure 10 shows the structure of NOR, and the truth table is shown in Table 5.

Table 5 NOR

Input (T) | Output (T+1)

A B

el e k= K =)
— o=
oc|lo|o|~|~
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3.6.6 XOR

-1

A P 1 I1=A NAND B 1
—IJ —P —1-— v=a xor B
1 =® 1

Figure 11 XOR
Figure 11 shows the structure of XOR. XOR is different because it is based on OR, AND and NAND,

and it has intermediate nodes. The truth table is shown in Table 6.

Table 6 XOR
Input (T) |11 (T+1) |12 (T+1) | Output (T+2)
A B 11 12 Y
0 0 1 0 0
0 1 1 1 1
1 0 1 1 1
1 1 0 1 0

3.6.7 Other Logic

Some basic logic operations are listed above, and other logic operations can be got easily according

to the theory mentioned in the paper.

3.7 Examples of Flow Control

Given a series of nodes, if the nodes denote some operations, then we can control the flow by

controlling the nodes’ activation order.
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3.7.1 Sequential Structure

Given a sequence of operations A, B, C, the sequential structure is shown in Figure 12.

P

1
Figure 12 Sequential Structure
The start signal transfers to A, and A becomes active, so the operation A begins; After A is finished,

it sends activation signal to B, then B begins executing; After B is finished, C begin executing, so

we get the sequential structure.

3.7.2 Selective Structure

-1 . B
1

Figure 13 Selective Structure

Figure 13 shows a selective structure, where C is a control node. If C is active, A executes; If C is

inactive, B executes.
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3.7.3 Cycle Structure

Figure 14 Cycle Structure
Figure 14 shows a cycle structure. C is a control node, and A is a set of operations. If C is active, A

executes continually; If C is inactive, B executes.

3.8 Comparisons with Traditional Neural Network

The neural network discussed in this paper is mainly focused on information’s meaning, their
relations and their expression. The network can express information with neurons’ states and can
also control other information’s expression with a state function. The network and its behaviors can
be designed and explained precisely by the topology of the network and the links’ attributes.
Compared to the traditional neural networks based on M-P neuron model, we can find the following
similarities:
1. Mathematical Model
Both networks have the form @(vy) = @(XiLy wiix; + by) , where YL wy;x; is the
weighted sum, and by, is a bias. The function (v, can be sigmoid, tanh or ReLu.

2. Network Model
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Figure 15 Two Types of Neural Network
Figure 15 shows the structure of the neurons. The left is the M-P neuron, and the bias is treated as
an input with x, = 1; the right is the neuron talked in this paper, whose threshold d can be replaced
by an input link. Both networks have similar activation or state function, and the neurons can receive
inputs or send outputs to other neurons.
Therefore, although they start from different way, they have the same mathematical and network
model. They are similar in some sense, and it is possible to convert them between each other.
Traditional models train the network to modify the weights, and usually the networks have many
layers; Ours network is mainly designed ahead of time by humans, to give the network specific
functions. Also, our neurons can link to any neurons without limitations. Besides, the links have
signal delay and duration to represent the relations between information. The most important thing
is that we can design and explain our neural network, and we can answer the question of intelligence
with information’s expression and their relations, so the new neural network is much better than the
originals.
According to the contents above, it is obvious that the traditional neural network is a special case of
the new neural network.
For years I had always thought that it was hopeless to study intelligence from mathematics and
statistics, but until recently I found the similarities between math method and information
expression method. The similarities mean that the theory in this paper can explain the black box
problem of traditional networks, in turn the successful results of traditional networks can be used to

prove the correctness of the theory.

3.9 Information Storage and Coding

In traditional computer systems, information is stored as bits in memory after sampling and coding,
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and then the CPU process it. In our network, information is denoted and saved by a neuron. In
addition, we have links to record and transfer the relations between information. The information
nodes are not isolated in the network, on the contrary they are linked together by links, forming a

complicated network, as is shown in Figure 16.

AB

ABBC

BC

ABBCC

e

Figure 16 Information Storage and Coding in Neural Network
Because the links can ensure the relations between information, and the network is mainly used to
express the information, so it is not necessary to save the information in the neurons. Instead, we

can simply save information states, and point the links to the states.

3.10Network Complexity

For some functions, there exists multiple network that can work. To measure the efficiency of a
network structure, hear we introduce the concept of network complexity. The complexity is
calculated using the formula below:
Equation 4

n

C=a><TxN+beTTLl-

i=1

Where C is the network complexity, a is the factor of node, b is the factor of link, n is the

number of nodes, T is the max duration of all the links, TTL,, is the nth link’s TTL.

17 1 22



A New Neural Network for Artificial General Intelligence, Haisong Liang

3
g 5

Figure 17 Network Complexity

Let a=b =1, for the network shown in Figure 17,n=6, T =35, so C=5X6 + 20 = 50.

4 Conclusion and Future Work

4.1 Conclusion

Up to today, though great progress has been made on humans’ brain, there is no explicit answer for
the crucial consciousness. Traditional Al research methods put emphasis on math and statistics, but
here we put forward a new approach for information storage and expression based on their meanings
and relations, hoping that it starts a new research filed for general artificial intelligence.

Though the new and the old neural network have similarities, they are different in other aspects.
Traditional networks study from the perspective of math and statistics and try to develop a model
by training for classification and prediction; The new network studies from information relations
and expression, and is designed to realize specific functions. It is noteworthy that the latter can be
used to develop a general information storage, expression, control and processing system, especially
with dynamic neural networks.

The neural network in this paper can be designed by the topology and the links’ attributes, giving

us the ability to control everything in the network, especially the ability to control information
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expression. The new neural network is raised not as an alternative method for traditional methods,

but as a general information storage and expression system targeting at artificial general intelligence.

4.2 Future Work

Because the topology structures and links for the neural network are too numerous to mention, this

paper only covers a little, and there are many undiscovered realms waiting for us. In summary, some

important research fields for artificial general intelligence based on the new neural network are

listed below:

1.

Information Representation: This filed studies how information are stored and organized in the
network, for example, 1D, 2D and 3D information; In addition, to support perception and
imagination, this network need connections with them.

Feature Extraction: Usually, the feature of information can be extracted with neural network,
for example, timing characteristic, strength characteristic, spatial characteristic.

Logic Representation: For representing logic relations between information.

Flow Control: For how to control the operation flow.

Perception and Retrieve: For a neural network, perception means that the corresponding neuron
is active. In addition, human can focus attention on specific information when facing a lot of
information, so there must be a perception layer for the network to map the active neurons to
the layer selectively; At the same time, there should be a retrieval network, to retrieve other
information’s state based on the layer’s output; Together with the language, perception, inner
or outer state of the agent, we can get a consciousness system.

Task Scheduling: For how to execute, monitor and schedule tasks.

Emotions: We can represent a 1D information with a set of neurons, and the active one in them
can be changed by other neurons’ state, and the change can send signals to other neurons. This
can be a basic for emotions.

Language: Neurons can stay active for some time, and it can be got by other neurons and then
output to the outside; Similarly, input signal can keep the inner neurons keep active for a
duration. Therefore, we can design a network to describe the inner network state and transfer

to the output or reappear the activation states in neural network by the inputs. This structure
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can be used to support language.

9. Dynamic Neural Network: Dynamic network supports dynamic modifications of nodes and
links, and is the basic of advanced intelligent behaviors, such as learning and memory.

10. Learning: The network structure can be designed ahead of time before running, or can be
modified at runtime, and the latter is extremely important for strong Al. The learning here
means the network modify itself with outputs to the interface of dynamic network, with
congenital or acquired rules.

11. Memory: For dynamic network, combine language and perception system to establish a
network for Long Short-Term Memory.

12. Imagination an d Association: By particular designed network, we can give connectivity to
different neurons with a switch, and the switch can be controlled by the outputs from perception
layer. Combined the learning ability, the neural network can create new nodes and links, so we
can give the neural network creativity

They are the research directions for strong Al. Of course, they are not isolated, usually they have

connections with each other. Only we integrate them organically into a neural network system can

we develop a true artificial intelligent system.
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