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Researchers from the Moscow Institute of Physics and Technology (MIPT), Aalto 

University in Finland, and ETH Zurich have demonstrated a prototype device that uses 

quantum effects and machine learning to measure magnetic fields more accurately than 

its classical analogues. [26] 

Researchers at the University of California San Diego have developed an approach that 

uses machine learning to identify and predict which genes make infectious bacteria 

resistant to antibiotics. [25] 

AI combined with stem cells promises a faster approach to disease prevention. Andrew 

Masterson reports. 

According to product chief Trystan Upstill, the news app "uses the best of artificial 

intelligence to find the best of human intelligenceɂthe great reporting done by 

journalists around the globe." [23] 

Artif icial intelligence is astonishing in its potential. It will be more transformative than 

the PC and the Internet. Already it is poised to solve some of our biggest challenges. [22] 

In the search for extraterrestrial intelligence (SETI), we've often looked for signs of 

intelligence, technology and communication that are similar to our own. [21] 

Call it an a-MAZE-ing development: A U.K.-based team of researchers has developed an 

artificial intelligence program that can learn to take shortcuts through a labyrinth to 

reach its goal. In the process, the program developed structures akin to those in the 

human brain. [20] 

And as will be presented today at the 25th annual meeting of the Cognitive Neuroscience   

networks to enhance their understanding of one of the most elusive intelligence systems, 

the human brain. [19] 

U.S. Army Research Laboratory scientists have discovered a way to leverage emerging 

brain-like computer architectures for an age-old number-theoretic problem known as 

integer factorization. [18] 

Now researchers at the Department of Energy's Lawrence Berkeley National Laboratory 

(Berkeley Lab) and UC Berkeley have come up with a novel machine learning method that 
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enables scientists to derive insights from systems of previously intractable complexity in 

record time. [17] 

Quantum computers can be made to utilize effects such as quantum coherence and 

entanglement to accelerate machine learning. [16]  

Neural networks learn how to carry out certain tasks by analyzing large amounts of 

data displayed to them. [15]  

Who is the better experimentalist, a human or a robot? When it comes to exploring 

synthetic and crystallization conditions for inorganic gigantic molecules, actively 

learning machines are clearly ahead, as demonstrated by British Scientists in an 

experiment with polyoxometalates published in the journal Angewandte Chemie. [14]  

Machine learning algorithms are designed to improve as they encounter more data, 

making them a versatile technology for understanding large sets of photos such as those 

accessible from Google Images. Elizabeth Holm, professor of materials science and 

engineering at Carnegie Mellon University, is leveraging this technology to better 

understand the enormous number of research images accumulated in the field of 

materials science. [13]  

With the help of artificial intelligence, chemists from the University of Basel in 

Switzerland have computed the characteristics of about two million crystals made up of 

four chemical elements. The researchers were able to identify 90 previously unknown 

thermodynamically stable crystals that can be regarded as new materials. [12]  

The artificial intelligence system's ability to set itself up quickly every morning and 

compensate for any overnight fluctuations would make this fragile technology much 

more useful for field measurements, said co-lead researcher Dr Michael Hush from 

UNSW ADFA. [11]  

Quantum physicist Mario Krenn and his colleagues in the group of Anton  

Zeilinger from the Faculty of Physics at the University of Vienna and the Austrian 

Academy of Sciences have developed an algorithm which designs new useful quantum 

experiments. As the computer does not rely on human intuition, it finds novel unfamiliar 

solutions. [10]  

Researchers at the University of Chicago's Institute for Molecular Engineering and the 

University of Konstanz have demonstrated the ability to generate a quantum logic 

operation, or rotation of the qubit, that - surprisinglyɂis intrinsically resilient to noise 

as well as to variations in the strength or duration of the control. Their achievement is 

based on a geometric concept known as the Berry phase and is implemented through 

entirely optical means within a single electronic spin in diamond. [9]  

New research demonstrates that particles at the quantum level can in fact be seen as 

behaving something like billiard balls rolling along a table, and not merely as the 



probabilistic smears that the standard interpretation of quantum mechanics suggests. 

But there's a catch - the tracks the particles follow do not always behave as one would 

expect from "realistic" trajectories, but often in a fashion that has been termed 

"surrealistic." [8]  

Quantum entanglementɂwhich occurs when two or more particles are correlated in 

such a way that they can influence each other even across large distancesɂis not an all-

or-nothing phenomenon, but occurs in various degrees. The more a quantum state is 

entangled with its partner, the better the states will perform in quantum information 

applications. Unfortunately, quantifying entanglement is a difficult process involving 

complex optimization problems that give even physicists headaches. [7]  

A trio of physicists in Europe has come up with an idea that they believe would allow a 

person to actually witness entanglement. Valentina Caprara Vivoli, with the University 

of Geneva, Pavel Sekatski, with the University of Innsbruck and Nicolas Sangouard, with 

the University of Basel, have together written a paper describing a scenario where a 

human subject would be able to witness an instance of entanglementɂthey have 

uploaded it to the arXiv server for review by others. [6]  

The accelerating electrons explain not only the Maxwell Equations and the  

Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle Duality 

ÁÎÄ ÔÈÅ ÅÌÅÃÔÒÏÎȭÓ ÓÐÉÎ ÁÌÓÏȟ ÂÕÉÌÄÉÎÇ ÔÈÅ "ÒÉÄÇÅ ÂÅÔ×ÅÅÎ ÔÈÅ #ÌÁÓÓÉÃÁÌ ÁÎÄ 1ÕÁÎÔÕÍ 

Theories.   

The Planck Distribution Law of the electromagnetic oscillators explains the 

electron/proton mass rate and the Weak and Strong Interactions by the diffraction 

patterns. The Weak Interaction changes the diffraction patterns by moving the electric 

charge from one side to the other side of the diffraction pattern, which violates the CP 

and Time reversal symmetry.  

The diffraction patterns and the locality of the self-maintaining electromagnetic 

potential explains also the Quantum Entanglement, giving it as a natural part of the 

relativistic quantum theory.  
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Preface  
Physicists are continually looking for ways to unify the theory of relativity, which describes 

largescale phenomena, with quantum theory, which describes small-scale phenomena. In a new 

proposed experiment in this area, two toaster-sized "nanosatellites" carrying entangled 

condensates orbit around the Earth, until one of them moves to a different orbit with different 

gravitational field strength. As a result of the change in gravity, the entanglement between the 



condensates is predicted to degrade by up to 20%. Experimentally testing the proposal may be 

possible in the near future. [5]  

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are 

generated or interact in ways such that the quantum state of each particle cannot be described 

independently ς instead, a quantum state may be given for the system as a whole. [4]  

I think that we have a simple bridge between the classical and quantum mechanics by 

understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point 

like but have a dx and dp uncertainty.   

  

Physicists demonstrate magnetometer that uses quantum effects and 

machine learning   
Researchers from the Moscow Institute of Physics and Technology (MIPT), Aalto University in 

Finland, and ETH Zurich have demonstrated a prototype device that uses quantum effects and 

machine learning to measure magnetic fields more accurately than its classical analogues. Such 

measurements are needed to seek mineral deposits, discover distant astronomical objects, 

diagnose brain disorders, and create better radars. 

"When you study nature, whether you investigate the human brain or a supernova explosion, you 

always deal with some sort of electromagnetic signals," explains Andrey Lebedev, a co-author of the 

paper describing the new device in npj Quantum Information. "So measuring magnetic fields is 

necessary across diverse areas of science and technology, and one would want to do this as 

accurately as possible." 

Quantum magnetometer offers more precision  
A magnetometer is an instrument that measures magnetic fields. A compass is an example of a 

primitive magnetometer. In an electronics store, one can find more advanced devices of this kind 

used by archaeologists. Military mine detectors and metal detectors at airports are also 

magnetometers. 

There is a fundamental limitation on the accuracy of such instruments, known as the 

standard quantum limit. Basically, it says that to double the precision, a measurement has to last 

four times as long. This rule applies to any classical device, which is to say one that does not utilize 

the bizarre effects of quantum physics. 

"It may seem insignificant, but to gain 1,000 times in precision, you would have to run the 

experiment 1 million times longer. Considering that some measurements take weeks to begin with, 

chances are you will experience a power cut or run out of funds before the experiment is over," 

says Lebedev, who is a leading researcher at the Laboratory of the Physics of Quantum Information 

Technology, MIPT. 

Achieving a higher accuracy, and therefore shorter measurement times, is crucial when fragile 

samples or living tissue is examined. For example, when a patient undergoes positron emission 

https://phys.org/tags/quantum/


tomography, also known as a PET scan, radioactive tracers are introduced into the bloodstream, 

and the more sensitive the detector is, the smaller the necessary dose. 

In theory, quantum technology enables a measurement's accuracy to be increased twofold by 

repeating it twice instead of four times as in the case of a classical magnetometer. The paper 

reported in this story details the first successful attempt to put this principle into practice using a 

superconducting qubit as the measuring device. 

 

Figure 1. Magnetometer fingerprint. The colors indicate the probability to detect the qubit in the 

excited state right after the second microwave pulse. Yellow means that the excited state is highly 

likely, while blue means it is unlikely. ΧmoreQubits measure magnetic fields 

A qubit is a particle that obeys the laws of quantum physics and can occupy two discrete basis states 

simultaneously in what is known as a superposition. This notion refers to a multitude of 

"intermediate" states, each of which collapses into one of the two basis states as soon as it is 

measured. An example of a qubit is a hydrogen atom whose two basis states are the ground and the 

excited state. 

In the study by Lebedev and co-authors, the qubit was realized as a superconducting artificial atom, 

a microscopic structure made of thin aluminum films and deposited on a silicon chip held in a 

powerful refrigerator. At temperatures close to the absolute zero, this device behaves as an atom. 

In particular, by absorbing a specific portion of microwave radiation fed to the qubit via a cable, it 

can enter a balanced superposition of the two basis states. If the state of the device is then 

checked, the measurement will detect the ground and the excited state with an equal 50 percent 

probability. 

Superconducting qubits are distinguished by their sensitivity to magnetic fields, which can be used 

for making measurements. Once a suitable microwave radiation pulse is used to drive the device 

https://phys.org/tags/qubit/
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into a balanced superposition of the ground and excited states, this new state begins to change 

predictably with time. To track this state change, which is a function of the external magnetic field, 

the researchers sent a second microwave pulse to the device after a brief delay and measured the 

probability of finding the qubit in the excited state. This probability, which was calculated over 

many identical experiments performed in quick succession, indicates the strength of the magnetic 

field. The precision of this quantum technology surpasses the standard quantum limit. 

Qubit training  
"An actual physical qubit is imperfect. It is a manmade device, rather than a mathematical 

abstraction. So instead of using a theoretical formula, we train the qubit before making real 

measurements," says Lebedev. "This is the first time machine learning has been applied to a 

quantum magnetometer," he adds. 

Qubit training consists of making many preliminary measurements under controlled conditions with 

predetermined delays between pulses and in a range of known magnetic fields. The authors thereby 

determined the probability of detecting the excited state following the sequence of two pulses for 

an arbitrary field and pulse delay. The researchers plotted their findings on a diagram, which serves 

as a fingerprint for the individual device used in the study, accounting for all its imperfections. 

The point of the sample fingerprint is that the delay times between pulses can be optimized during 

repeated measurements. "We perform adaptive measurements," says Lebedev. "At the first step, 

we take a measurement given a certain delay between the microwave pulses. Then, depending on 

the result, we let our pattern recognition algorithm decide how to set the delay for the next 

iteration. This results in a higher precision over fewer measurements." 

 

Figure 2. All possible states of a qubit can be visualized as a sphere, where the two poles N and S 

represent the ground and the excited states, respectively. All other points on the sphere, such as 

those designated by empty slots in a), ΧmoreQubits in the lab, hospital, and outer space 
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So far, the prototype device and superconducting qubits work only at about 0.02 degrees above 

ŀōǎƻƭǳǘŜ ȊŜǊƻΣ ǿƘƛŎƘ ƛǎ ŘŜŦƛƴŜŘ ŀǎ ҍнтоΦмр ŘŜƎǊŜŜǎ /ŜƭǎƛǳǎΦ Ϧ¢Ƙƛǎ ƛǎ ǎƻme 15,000 times colder than 

room temperature," Lebedev points out. "Engineers are working on increasing the operating 

ǘŜƳǇŜǊŀǘǳǊŜ ƻŦ ǎǳŎƘ ŘŜǾƛŎŜǎ ǘƻ п ƪŜƭǾƛƴǎ ώҍнсф /ϐΦ ¢Ƙƛǎ ǿƻǳƭŘ ƳŀƪŜ ŎƻƻƭƛƴƎ ōȅ ƭƛǉǳƛŘ ƘŜƭƛǳƳ 

feasible, making the technology commercially viable." 

The prototype has been tested on a static magnetic field, but time-varying or transient fields can be 

measured in the same way. The research team is already conducting experiments with variable 

fields, expanding the potential range of applications of their device. 

For example, a quantum magnetometer could be mounted on a satellite to observe astronomical 

phenomena too faint for classical instruments. Conveniently, the frigid space conditions make 

cooling somewhat less of an issue. Besides, a system of quantum magnetometers could work as an 

ultrasensitive radar. Further applications of such nonclassical instruments include MRI scans, 

mineral prospecting, and research into biomolecule structure and inorganic materials. 

How to extract information about the external fiel d from a qubit  
Once the first microwave pulse is absorbed by the magnetometer, it enters a superposition of the 

ground and excited states. This can be visualized by picturing the two basis states of the qubit as the 

two poles of a sphere, where each other point on the sphere represents some state of 

superposition. In this analogy, the first pulse drives the state of the qubit from the north poleτthe 

ground stateτto some point on the equator (figure 2a). A direct measurement of this state of 

balanced superposition would result in the ground or excited state being detected with even odds. 

Following the first pulse, the qubit becomes sensitive to the external field. This is manifested as a 

predictable change of the device's quantum state. It can be pictured as a point rotating along the 

equator of a sphere (figure 2b). How fast this point rotates, depends on the strength of the external 

field. This means that by finding a way to measure the angle of rotation X over a known period of 

time, the field can be quantified. 

The main challenge is to distinguish between the different states on the equator: Unless some trick 

is used, the measurement would return the excited state exactly 50 percent of the time. This is why 

the physicists sent a second microwave pulse to the qubit and only then checked its state. The idea 

behind the second pulse is that it predictably shifts the state of the device off the equator, into one 

of the hemispheres. Now, the odds of measuring an excited state depend on how much the state 

has rotated since the first pulse, that is, angle X. By repeating the sequence of two pulses and a 

measurement many times, the authors calculated the probability of an excited state, and thus the 

angle X and the strength of the magnetic field. This principle underlies the operation of their 

magnetometer. [26] 

 

Machine learning identifies antibiotic resistance genes in tuberculosis -

causing bacteria  
Researchers at the University of California San Diego have developed an approach that uses 

machine learning to identify and predict which genes make infectious bacteria resistant to 

antibiotics. The approach was tested on strains of Mycobacterium tuberculosisτthe bacteria that 

https://phys.org/tags/excited+state/
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cause tuberculosis (TB) in humans. It identified 33 known and 24 new antibiotic resistance genes in 

these bacteria. 

The researchers say the approach can be used on other infection-causing pathogens, including 

staph and bacteria that cause urinary tract infections, pneumonia and meningitis. The work was 

recently published in Nature Communications. 

"Knowing which genes are conferring antibiotic resistance could change the way infectious 

diseases are treated in the future," said co-senior author Jonathan Monk, research scientist in the 

Department of Bioengineering at UC San Diego. "For example, if there's a persistent infection of TB 

in the clinic, physicians can sequence that strain, look at its genes and figure out 

which antibiotics it's resistant to and which ones it's susceptible to, then prescribe the right 

antibiotic for that strain." 

"This could open up opportunities for personalized treatment for your pathogen. Every strain is 

different and should potentially be treated differently," said co-senior author Bernhard Palsson, 

Galletti Professor of Bioengineering at the UC San Diego Jacobs School of Engineering. "Through this 

machine learning analysis of the pan-genomeτthe complete set of all the genes in all the strains of 

a bacterial speciesτwe can better understand the properties that make these strains different." 

The team trained a machine learning algorithm using the genome sequences and phenotypesτthe 

physical traits or characteristics that can be observed, such as antibiotic resistanceτof more than 

1,500 strains of M. tuberculosis. From these inputs, the algorithm predicted a set of genes and 

variant forms of these genes, called alleles, that cause antibiotic resistance. 33 were validated with 

known antibiotic resistance genes, the remaining 24 were new predictions that have not yet been 

experimentally tested. 

The researchers further analyzed the algorithm's predictions and identified combinations of alleles 

that could be interacting together and causing a strain to be antibiotic resistant. They also mapped 

these alleles onto crystal structures of M. tuberculosis proteins (published in the Protein Data Bank). 

They found that some of these alleles appeared in certain structural regions of the proteins. 

"We did interactional and structural analyses to dig deeper and develop more intricate hypotheses 

for how these genes could be contributing to antibiotic resistance phenotypes," said first author 

Erol Kavvas, a bioengineering Ph.D. student in Palsson's research group. "These findings could aid 

future experimental investigations on whether structural grouping of these alleles plays a role in 

their conferral of antibiotic resistance." 

The results of this study are all computational, so the team is looking to work with experimental 

researchers to test whether the 24 new genes predicted by the algorithm indeed confer antibiotic 

resistance in M. tuberculosis. 

Future studies will involve applying the team's machine learning approach to the leading infectious 

bacteria, known as the ESKAPE pathogens: Enterococcus faecium, Staphylococcus aureus, Klebsiella 

pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa and Enterobacter species. As a 

next step, the team is integrating genome-scale models of metabolic networks with their machine 

learning approach to understand mechanisms underlying the evolution of antibiotic resistance. [25] 
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Robots are making tiny human organs  
At first thought, it sounds like something straight from a science-fiction dystopian novel. Right now, 

while you read this, robots are creating thousands of miniature human kidneys out of stem cells. 

In reality, however, it is a novel and exceptionally efficient way to boost biomedical research. 

ά¢Ƙƛǎ ƛǎ ŀ ƴŜǿ ϥǎŜŎǊŜǘ ǿŜŀǇƻƴϥ ƛƴ ƻǳǊ ŦƛƎƘǘ ŀƎŀƛƴǎǘ ŘƛǎŜŀǎŜΣέ ǎŀȅǎ ƻƴŜ ƻŦ ǘƘŜ ǎȅǎǘŜƳΩǎ ŘŜǎƛƎƴŜǊǎΣ 

Benjamin Freeman from the University of Washington in the US. 

In a paper published in the journal Cell Stem Cell, Freeman and a large group of collaborators 

describe a successful method for automating the creation of organoids ς groups of cells that 

function like human organs. 

RECOMMENDED 

 

 

Stem cell kidneys prompt treatment hope 

 

BIOLOGY 

The organoids are made from pluripotent stem cells, and are ideal for a form of computer-

moderated testing known as high-throughput screening (HTS). This involves the rapid conduct of up 

to millions of genetic, pharmacological or chemical tests, and is a key technique for assessing the 

efficacy of potential medications. 

https://www.cell.com/cell-stem-cell/fulltext/S1934-5909(18)30216-9
https://cosmosmagazine.com/biology/stem-cell-kidneys-prompt-treatment-hope
https://cosmosmagazine.com/biology/stem-cell-kidneys-prompt-treatment-hope
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https://cosmosmagazine.com/biology/stem-cell-kidneys-prompt-treatment-hope


Growing organoids using stem cells is a very recent development  in medical research. Originally, 

the cells were cultured in two-dimensional sheets which, by definition, lacked the complex matrix of 

connections inherent in a three-dimensional shape. 

The resulting models, therefore, were considered too simplistic and of limited value. Forming the 

cells into three-dimensional organoids allows much more coherent research, but poses major 

problems for mass production, requiring a lot of time and delicate human input. 

The system created by Freeman and his colleagues employs liquid-handling robots. The machines 

place stem cells onto plates, each of which contains as many as 384 tiny wells. Over the course of 21 

days, the robots coax the cells to link up and form miniature kidneys ς with as many as 10 organoids 

per well and thus almost 4000 per plate. 

άhǊŘƛƴŀǊƛƭȅΣ Ƨǳǎǘ ǎŜǘǘƛƴƎ ǳǇ ŀƴ ŜȄǇŜǊƛƳŜƴǘ ƻŦ ǘƘƛǎ ƳŀƎƴƛǘǳŘŜ ǿƻǳƭŘ ǘŀƪŜ ŀ ǊŜǎŜŀǊŎƘŜǊ ŀƭƭ ŘŀȅΣ ǿƘƛƭŜ 

ǘƘŜ Ǌƻōƻǘ Ŏŀƴ Řƻ ƛǘ ƛƴ нл ƳƛƴǳǘŜǎΣέ ǎŀȅǎ CǊŜŜŘƳŀƴΦ 

άhƴ ǘƻǇ ƻŦ ǘƘŀǘΣ ǘƘŜ Ǌƻōƻǘ ŘƻŜǎƴΩǘ ƎŜǘ ǘƛǊŜŘ ŀƴŘ ƳŀƪŜ ƳƛǎǘŀƪŜǎΦ ¢ƘŜǊŜΩǎ ƴo question. For repetitive, 

ǘŜŘƛƻǳǎ ǘŀǎƪǎ ƭƛƪŜ ǘƘƛǎΣ Ǌƻōƻǘǎ Řƻ ŀ ōŜǘǘŜǊ Ƨƻō ǘƘŀƴ ƘǳƳŀƴǎΦέ 

But the robots are far more than simply highly-engineered, super-fast lab technicians. They have 

also been trained to conduct an automated analysis of the organoids, called single cell RNA 

sequencing. 

The approach is already producing surprises. The researchers report that although organoid kidneys 

do resemble the full-size organ, the robots also detected other types of cells within them that had 

not previously been noted. 

The discovery allowed the scientists to quickly tweak the culturing process to produce more 

accurate models. 

ά¢ƘŜǎŜ ŦƛƴŘƛƴƎǎ ƎƛǾŜ us a better idea of the nature of these organoids and provide a baseline from 

ǿƘƛŎƘ ǿŜ Ŏŀƴ ƳŀƪŜ ƛƳǇǊƻǾŜƳŜƴǘǎΣέ ŜȄǇƭŀƛƴǎ CǊŜŜŘƳŀƴΦ 

ά¢ƘŜ ǾŀƭǳŜ ƻŦ ǘƘƛǎ ƘƛƎƘ-throughput platform is that we can now alter our procedure at any point, in 

many different ways, and qǳƛŎƪƭȅ ǎŜŜ ǿƘƛŎƘ ƻŦ ǘƘŜǎŜ ŎƘŀƴƎŜǎ ǇǊƻŘǳŎŜǎ ŀ ōŜǘǘŜǊ ǊŜǎǳƭǘΦέ [24] 

  

 

Google pushes artificial intelligence for upgraded news app  
For its updated news application, Google is doubling down on the use of artificial intelligence as part 

of an effort to weed our disinformation and help users get viewpoints beyond their own "filter 

bubble." 

Google chief Sundar Pichai, who unveiled the updated Google News earlier this month, said the app 

now "surfaces the news you care about from trusted sources while still giving you a full range of 

perspectives on events." 

It marks Google's latest effort to be at the center of online news and includes a new push to help 

publishers get paid subscribers through the tech giant's platform. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4728053/
https://sapac.illumina.com/techniques/sequencing/rna-sequencing/ultra-low-input-single-cell-rna-seq.html
https://sapac.illumina.com/techniques/sequencing/rna-sequencing/ultra-low-input-single-cell-rna-seq.html
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According to product chief Trystan Upstill, the news app "uses the best of artificial intelligence to 

find the best of human intelligenceτthe great reporting done by journalists around the globe." 

While the app will enable users to get "personalized" news, it will also include top stories for all 

readers, aiming to break the so-called filter bubble of information designed to reinforce people's 

biases. 

"Having a productive conversation or debate requires everyone to have access to the same 

information," Upstill said. 

He said the "full coverage" feed would be the same for everyoneτ"an unpersonalized view of 

events from a range of trusted news sources." 

Some journalism industry veterans were skeptical about the effort to replace human editors with 

machine curators. 

"There's been a fantasy of (algorithmic) personalized news for a log time," said New York University 

journalism professor Meredith Broussard. 

"Nobody has ever gotten it right. I think that news designers and home page editors do a good job 

of curating already." 

Google and Facebook have also been criticized for scooping up most online ad revenues and for 

enabling false information to spread. 

Recently, News Corp. CEO Robert Thomson called for an "algorithm review board" that would 

"oversee these historically influential digital platforms and ensure that there is no algorithmic abuse 

or censorship." 

Changing news ecosystem 
In the new app, Google's "newsstand" addresses some concerns by allowing users to sign up for 

subscriptions using their Google accounts, and will enable publishers to connect with readers 

directly. 

Dan Kennedy, a Northeastern University journalism professor, said the revamped news app appears 

to be positive for the news ecosystem. 

"For many years, Google refused to share ad revenues with news organizations on the grounds that 

Google was driving traffic to them, and that it was up to those organizations to figure out how to 

monetize that traffic," Kennedy said. 

"Now, with more than 90 percent of all new digital ad revenues going to Google and Facebook, 

Google is finally acknowledging that it's time to try something else." 

Nicholas Diakopoulos, a Northwestern University professor specializing in computational and data 

journalism, said the impact of Google's changes remain to be seen. 

Diakopoulos said algorithmic and personalized news can be positive for "engagement" but may only 

benefit a handful of news organizations. 

https://phys.org/tags/artificial+intelligence/


His research found that "Google concentrates its attention on a relatively small number of 

publishers, it's quite concentrated." 

Google's effort to identify and prioritize "trusted" news sources may also be problematic, 

according to Diakopoulos. 

"Maybe it's good for the big guys, or the (publishers) who have figured out how to game the 

algorithm," he said. "But what about the local news sites, what about the new news sites that don't 

have a long track record?" 

Diakopoulos said that while AI can offer some advantages in news curation, "you still need people 

involved in many different ways. you need to reflect human values, editorial values... you can't 

quantify every aspect that might be important to an editorial decision." 

The growing importance of the platforms raise the questions of whether Google and Facebook are 

"media" companies and not simply technology firms, a moniker both have resisted. 

Diakopoulos said Google "is becoming more and more like a media company," although that is 

sometimes difficult to define. 

"Yahoo started as a tech company and became a media company, and maybe Google is headed in 

that direction," he said. [23] 

 

 

The U.S. needs a national strategy on artificial intelligence  
China, India, Japan, France and the European Union are crafting bold plans for artificial intelligence 

(AI). They see AI as a means to economic growth and social progress. Meanwhile, the U.S. 

disbanded its AI taskforce in 2016. Without an AI strategy of its own, the world's technology leader 

risks falling behind. 

The U.S. technology sector has long been a driver of global economic growth. From the PC to the 

Internet, the greatest advancements of the past 50 years were spawned in the U.S. This country's 

unique approach to limited regulation combined with public-private partnerships creates an 

environment for innovation generally unmatched in the free world. A national AI strategy can build 

on this history of economic and technological leadership. 

Artificial intelligence is astonishing in its potential. It will be more transformative than the PC and 

the Internet. Already it is poised to solve some of our biggest challenges. As examples, AI has been 

used to more precisely detect and diagnose cancer, treat depression, improve crop yields, save 

energy, increase supply chain efficiencies and protect our financial systems. These are remarkable 

successes for such a young technology. 

Governments can and should help build on these successes. A national strategy for AI will provide 

the necessary guideposts that enable industry and academia to innovate. When the regulatory 

environment is known and understood, businesses and government researchers can maximize their 

impact by pursuing the same goals. 

https://phys.org/tags/news+sources/
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In this context, it will also be important to address concerns about AI's impact on individuals. 

Privacy, cybersecurity, ethics and potential employment impact are all worthy of careful analysis. 

Governments and industry can and should work together to better understand these concerns 

before any new regulation is enacted. 

As evidenced by their AI plans, governments around the world see AI as a catalyst for economic 

growth and a means to improve the lives of their citizens. They are prioritizing research and 

development and the establishment of a strong and diverse ecosystem to bring AI to fruition. 

China's plan, for example, includes measurable objectives and detailed direction on specific areas of 

focus. This is backed by significant public-private funding commitments as well as industry-

government alignment on direction. 

The EU's strategy provides deliberate direction to avoid regulation while investing in R&D. It offers a 

clear focus on greater investment, preparation for socio-economic changes, and formation of an 

ethical and legal framework. Japan, India, France and others are adopting similar strategies. 

Industry has partnered with many of these governments to develop their plans; we stand ready to 

work with the U.S. government in the same way. A good model for success is the semiconductor 

sector, where industry and the U.S. government partnered in the early 1980s to build the vast 

ecosystem that is considered the North Star for technology success today. AI can be history's 

greatest economic engine. Governments can ς and should ς help make this real. 

Before disbandment, the U.S. Artificial Intelligence Research and Development Taskforce defined 

seven strategic objectives and two specific recommendations for AI. This report called on the 

government to develop a more detailed AI R&D plan, and study the creation of an AI R&D 

workforce. These recommendations can be the starting point for a definitive U.S. national strategy 

for AI. 

This is not a call for a swarm of new laws and regulations. Rather, a U.S. national strategy can 

provide the structure for researchers and industry to follow as they develop artificial intelligence. 

Such direction provides operating certainty that lessens risk. 

A national strategy therefore should aim to foster innovation across the industry and academia, 

and prepare society for changes to come. It can also provide operating clarity that lessens business 

risk. Two areas of focus should be prioritized: government funding of R&D to augment the great 

work being done by industry and the availability of government data for innovators to use in 

developing artificial intelligence capabilities. AI needs data to learn, and there are ways to do this 

without compromising privacy and security. 

AI is too big for one company ς or one country ς to realize alone. The transformative potential of AI 

has been likened to electricity and the steam engine. Ensuring a role for the U.S. in this global 

revolution is critical to not just the U.S. economic engine but that of our entire world. [22] 
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Can artificial intelligence help find alien intelligence?  
In the search for extraterrestrial intelligence (SETI), we've often looked for signs of intelligence, 

technology and communication that are similar to our own. 

But as astronomer and SETI trailblazer Jill Tarter points out, that approach means searching for 

detectable technosignatures, like radio transmissions, not searching for intelligence. 

Now scientists are considering whether artificial intelligence (AI) could help us search for alien 

intelligence in ways we haven't even thought of yet. 

'Decoding' intelligence  
As we think about extraterrestrial intelligence it's helpful to remember humans are not the only 

intelligent life on Earth. 

Chimpanzees have culture and use tools, spiders process information with webs, cetaceans 

have dialects, crows understand analogies and beavers are great engineers. Non-human 

intelligence, language, culture and technology are all around us. 

Alien intelligence could look like an octopus, an ant, a dolphin or a machine τor be radically 

different from anything on Earth. 

We often imagine extraterrestrial life relative to our ideas about difference, but those ideas aren't 

even universal on Earth and are unlikely to be universal across interstellar space. 

If some of us have only recently recognized non-human intelligence on Earth, what could we be 

missing when we imagine extraterrestrial life? 

In early 2018, astronomers, neuroscientists, anthropologists, AI researchers, historians and others 

gathered for a "Decoding Alien Intelligence" workshop at the SETI Institute in Silicon Valley. 

Astrobiologist Nathalie Cabrol organized the workshop around her 2016 paper "Alien 

mindscapes," where she calls for a new SETI road map and a long-term vision for "the search for 

life as we do not know it." 

In her paper, Cabrol asks how SETI can move past "looking for other versions of ourselves" and think 

"outside of our own brains" to imagine truly different extraterrestrial intelligence. 

Thinking differently  
Silicon Valley is famous for valuing "disruptive" thinking and this culture intersects with SETI 

research. Ever since the U.S. government stopped funding SETI in the mid-1990s, Silicon Valley 

ideas, technology and funding have been increasingly important. 
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A capuchin (Sapajus libidinosus) using a stone tool (T. Falótico). An octopus (Amphioctopus 

marginatus) carrying shells as shelter (N. Hobgood). (Wikimedia/Tiago Falótico, Nick Hobgood), CC 

BY-NC-SA 

For example, the SETI Institute's Allen Telescope Array is named after Microsoft co-founder Paul 

Allen, who contributed over US$25 million to the project. And, in 2015, technology investor Yuri 

Milner announced Breakthrough Listen, a 10-year US$100 million SETI initiative. 

Now, the SETI Institute, NASA, Intel, IBM and other partners are tackling space science problems 

through an AI research and development program called the Frontier Development Lab. 

Lucianne Walkowicz, the Astrobiology Chair at the Library of Congress, described one AI-based 

method as "signal agnostic searching" at Breakthrough Discuss in 2017. 

Walkowicz explained that this means using machine learning methods to look at any set of data 

without predetermined categories and instead let that data cluster into their "natural categories." 

The software then lets us know what stands out as outliers. These outliers could then be the target 

of additional investigations. 

It turns out that SETI researchers think AI might be useful in their work because they believe 

machine learning is good at spotting difference. 

But its success depends on how we τand the AI we create τconceptualize the idea of difference. 

https://www.seti.org/ata
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Smarter than slime mould?  
Thinking outside our brains also means thinking outside our scientific, social and cultural 

systems. But how can we do that? 

AI has been used to look for simulations of what researchers imagine alien radio signals might 

look like, but now SETI researchers hope it can find things we aren't yet looking for. 

Graham Mackintosh, an AI consultant at the SETI Institute workshop, said extraterrestrials might be 

doing things we can't even imagine, using technologies so different we don't even think to look for 

them. AI, he proposed, might be able to do that advanced thinking for us. 

We may not be able to make ourselves smarter, but perhaps, Mackintosh suggested, we can make 

machines that are smarter for us. 

In a keynote at this year's Breakthrough Discuss conference, astrophysicist Martin Rees shared a 

similar hope, that AI could lead to "intelligence which surpasses humans as much as we 

intellectually surpass slime mould." 

 

Parts of the Armillaria ostoyae organism include the mushrooms, the black rhizomorphs and the 

white mycelial felts. Credit: USDA/Forest Service/Pacific Northwest Region 
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