
Machine Learning World's Oceans 
 

Oceanographers studying the physics of the global ocean have long found themselves 

facing a conundrum: Fluid dynamical balances can vary greatly from point to point, 

rendering it difficult to make global generalizations. [26] 

The analysis of sensor data of machines, plants or buildings makes it possible to detect 

anomalous states early and thus to avoid further damage. [25] 

Physicists in the US have used machine learning to determine the phase diagram of a 

system of 12 idealized quantum particles to a higher precision than ever before. [24] 

The research group took advantage of a system at SLAC's Stanford Synchrotron Radiation 

Lightsource (SSRL) that combines machine learningɂa form of artificial intelligence 

where computer algorithms glean knowledge from enormous amounts of dataɂwith 

experiments that quickly make and screen hundreds of sample materials at a time. [23] 

Researchers at the UCLA Samueli School of Engineering have demonstrated that deep 

learning, a powerful form of artificial intelligence, can discern and enhance microscopic 

details in photos taken by smartphones. [22] 

Such are the big questions behind one of the new projects underway at the MIT-IBM 

Watson AI Laboratory, a collaboration for research on the frontiers of artificial 

intelligence. [21] 

The possibility of cognitive nuclear-spin processing came to Fisher in part through studies 

performed in the 1980s that reported a remarkable lithium isotope dependence on the 

behavior of mother rats. [20] 

And as will be presented today at the 25th annual meeting of the Cognitive Neuroscience 

Society (CNS), cognitive neuroscientists increasingly are using those emerging artificial 

networks to enhance their understanding of one of the most elusive intelligence systems, 

the human brain. [19] 

U.S. Army Research Laboratory scientists have discovered a way to leverage emerging 

brain-like computer architectures for an age-old number-theoretic problem known as 

integer factorization. [18] 

Now researchers at the Department of Energy's Lawrence Berkeley National Laboratory 

(Berkeley Lab) and UC Berkeley have come up with a novel machine learning method that 



enables scientists to derive insights from systems of previously intractable complexity in 

record time. [17] 

Quantum computers can be made to utilize effects such as quantum coherence and 

entanglement to accelerate machine learning. [16]  

Neural networks learn how to carry out certain tasks by analyzing large amounts of 

data displayed to them. [15]  

Who is the better experimentalist, a human or a robot? When it comes to exploring 

synthetic and crystallization conditions for inorganic gigantic molecules, actively 

learning machines are clearly ahead, as demonstrated by British Scientists in an 

experiment with polyoxometalates published in the journal Angewandte Chemie. [14]  

Machine learning algorithms are designed to improve as they encounter more data, 

making them a versatile technology for understanding large sets of photos such as those 

accessible from Google Images. Elizabeth Holm, professor of materials science and 

engineering at Carnegie Mellon University, is leveraging this technology to better 

understand the enormous number of research images accumulated in the field of 

materials science. [13]  

With the help of artificial intelligence, chemists from the University of Basel in 

Switzerland have computed the characteristics of about two million crystals made up of 

four chemical elements. The researchers were able to identify 90 previously unknown 

thermodynamically stable crystals that can be regarded as new materials. [12]  

The artificial intelligence system's ability to set itself up quickly every morning and 

compensate for any overnight fluctuations would make this fragile technology much 

more useful for field measurements, said co-lead researcher Dr Michael Hush from 

UNSW ADFA. [11]  

Quantum physicist Mario Krenn and his colleagues in the group of Anton  

Zeilinger from the Faculty of Physics at the University of Vienna and the Austrian 

Academy of Sciences have developed an algorithm which designs new useful quantum 

experiments. As the computer does not rely on human intuition, it finds novel unfamiliar 

solutions. [10]  

Researchers at the University of Chicago's Institute for Molecular Engineering and the 

University of Konstanz have demonstrated the ability to generate a quantum logic 

operation, or rotation of the qubit, that - surprisinglyɂis intrinsically resilient to noise 

as well as to variations in the strength or duration of the control. Their achievement is 

based on a geometric concept known as the Berry phase and is implemented through 

entirely optical means within a single electronic spin in diamond. [9]  

New research demonstrates that particles at the quantum level can in fact be seen as 

behaving something like billiard balls rolling along a table, and not merely as the 



probabilistic smears that the standard interpretation of quantum mechanics suggests. 

But there's a catch - the tracks the particles follow do not always behave as one would 

expect from "realistic" trajectories, but often in a fashion that has been termed 

"surrealistic." [8]  

Quantum entanglementɂwhich occurs when two or more particles are correlated in 

such a way that they can influence each other even across large distancesɂis not an all-

or-nothing phenomenon, but occurs in various degrees. The more a quantum state is 

entangled with its partner, the better the states will perform in quantum information 

applications. Unfortunately, quantifying entanglement is a difficult process involving 

complex optimization problems that give even physicists headaches. [7]  

A trio of physicists in Europe has come up with an idea that they believe would allow a 

person to actually witness entanglement. Valentina Caprara Vivoli, with the University 

of Geneva, Pavel Sekatski, with the University of Innsbruck and Nicolas Sangouard, with 

the University of Basel, have together written a paper describing a scenario where a 

human subject would be able to witness an instance of entanglementɂthey have 

uploaded it to the arXiv server for review by others. [6]  

The accelerating electrons explain not only the Maxwell Equations and the  

Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle Duality 

ÁÎÄ ÔÈÅ ÅÌÅÃÔÒÏÎȭÓ ÓÐÉÎ ÁÌÓÏȟ ÂÕÉÌÄÉÎÇ ÔÈÅ "ÒÉÄÇÅ ÂÅÔ×ÅÅÎ ÔÈÅ #ÌÁÓÓÉÃÁÌ ÁÎÄ 1ÕÁÎÔÕÍ 

Theories.   

The Planck Distribution Law of the electromagnetic oscillators explains the 

electron/proton mass rate and the Weak and Strong Interactions by the diffraction 

patterns. The Weak Interaction changes the diffraction patterns by moving the electric 

charge from one side to the other side of the diffraction pattern, which violates the CP 

and Time reversal symmetry.  

The diffraction patterns and the locality of the self-maintaining electromagnetic 

potential explains also the Quantum Entanglement, giving it as a natural part of the 

relativistic quantum theory.  
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Preface  
Physicists are continually looking for ways to unify the theory of relativity, which describes 

largescale phenomena, with quantum theory, which describes small-scale phenomena. In a new 

proposed experiment in this area, two toaster-sized "nanosatellites" carrying entangled 

condensates orbit around the Earth, until one of them moves to a different orbit with different 

gravitational field strength. As a result of the change in gravity, the entanglement between the 



condensates is predicted to degrade by up to 20%. Experimentally testing the proposal may be 

possible in the near future. [5]  

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are 

generated or interact in ways such that the quantum state of each particle cannot be described 

independently ς instead, a quantum state may be given for the system as a whole. [4]  

I think that we have a simple bridge between the classical and quantum mechanics by 

understanding the Heisenberg Uncertainty Relations. It makes clear that the particles are not point 

like but have a dx and dp uncertainty.   

  

Machine learning identifies links between world's oceans  
Oceanographers studying the physics of the global ocean have long found themselves facing a 

conundrum: Fluid dynamical balances can vary greatly from point to point, rendering it difficult to 

make global generalizations. 

Factors like the wind, local topography, and meteorological exchanges make it difficult to compare 

one area to another. To add to the complexity, one would have to analyze billions of data points for 

numerous parametersτtemperature, salinity, velocity, how things change with depth, whether 

there is a trend presentτto pinpoint what physics are most dominant in a given region. 

"You would have to look at an overwhelming number of different global maps and mentally match 

them up to figure out what matters most where," says Maike Sonnewald, a postdoc working in the 

MIT Department of Earth, Atmospheric and Planetary Sciences (EAPS) and a member of the EAPS 

Program in Atmospheres, Oceans and Climate (PAOC). "It's beyond what any human could 

decipher." 

Sonnewald, who has a background in physical oceanography and data science, uses computers to 

reveal connections and patterns in the ocean that would otherwise be beyond human capability. 

Recently, she applied a machine learning algorithm that sifted through vast amounts of data to 

identify patterns in the ocean that have similar physics, showing that there are five global 

dynamically consistent regions that make up the global ocean. 

"It is amazing because it's so simple," says Sonnewald. "It takes the really complicated world ocean 

and distills it down to a few important patterns. We use these to infer what's going on and to 

highlight areas that are more complicated." 

Sonnewald and co-authors Carl Wunsch, EAPS professor emeritus of physical oceanography and 

PAOC member, and Patrick Heimbach, an EAPS research affiliate and former senior research 

scientist, now at the University of Texas at Austin, published their findings in a special issue on 

"Geoscience Papers of the Future" in Earth and Space Science. 

For data on what is happening in the ocean, Sonnewald used the Estimating the Circulation and 

Climate of the Ocean (ECCO) state estimate. ECCO is a 20-year estimate of ocean climate and 

circulation based on billions of points of observational data. Sonnewald then applied an algorithm 

that's common in fields ranging from pharmaceutical to engineering research, called K-means 



clustering, which allows for identification of robust patterns in data to determine what the 

dominant physics in the ocean are and where they apply. 

The results show that there are five clusters that compose 93.7 percent of the global ocean. For 

example, in the largest cluster, accounting for 43 percent of the global ocean, the most dominant 

physical attribute is that wind stress on the surface of the ocean is balanced by bottom torques. 

Areas where this is found: a thin ribbon in the Southern Ocean, large areas of the Arctic seas, zonal 

streaks in the tropics, and subtropical and subpolar gyres in the Northern Hemisphere. 

The other four clusters similarly describe the dominant physical force and in what part of the global 

ocean it can be found. The algorithm also identified the remaining 6.3 percent of the ocean as areas 

that were too complicated to be pinned down to a simple set of physical properties. This finding is 

also helpful, says Sonnewald, as it allows researchers the advantage of knowing where outliers 

apply. 

"I think that it really will ease a lot of the analysis and help us focus our research in the right places," 

says Sonnewald. 

Wunsch says one exciting implication of the research is that it may help oceanography look more 

like geology in that researchers who focus on specific regions of the ocean can collaborate and 

compare notes. A scientist working in one region could compare that region to one that behaves 

similarly. 

"In a way, it's a better way to use our tools," says Wunsch. 

What it can't tell you, says Wunsch, is why regions behave differently. "That still takes a human 

being to go in and to try to understand what is going on in places where the machine identified to 

look," he says. 

As a next step, Sonnewald is running the same method with higher resolution data to pin down the 

complicated remaining 6.3 percent. The focus will be on the overturning and gyre circulation, which 

are both sensitive to a changing climate. 

Sonnewald hopes these early findings offer compelling evidence for oceanographers to work more 

with data scientists to reveal more patterns present in the global ocean. Prior to coming to MIT, 

Sonnewald received a master's degree in complex system simulation at The Institute for Complex 

Systems Simulation at the University of Southampton and a Ph.D. in physical oceanography and 

complex systems simulation based at the National Oceanography Center in Southampton, England. 

Since then, she has focused on applying data science to physical oceanography as a postdoc at MIT 

and Harvard University. 

Both fields have seen dramatic advancements in recent decades, says Sonnewald. But there still 

remains a gap between the "black-box" computing power of artificial intelligence and the deep 

trove of observational data that make efforts like ECCO possible. 

"Because we're kind of guiding the machine learning algorithm using ocean physics and verifying 

the results by the canonical regimes that we know should be there, we're able to close that gap," 

says Sonnewald. "It's like building a bridge between machine learning and oceanography, and 

hopefully other people are going to cross that bridge." [26] 

https://phys.org/tags/data+science/
https://phys.org/tags/machine+learning+algorithm/
https://phys.org/tags/ocean/


 

 

Using machine learning for the early detection of anomalies helps to 

avoid damage  
The analysis of sensor data of machines, plants or buildings makes it possible to detect anomalous 

states early and thus to avoid further damage. For this purpose, the monitoring data is searched for 

anomalies. By means of machine learning, anomaly detection can already be partially automated. 

Machine learning methods first require a stable learning phase in which they get to know all 

possible kinds of regular states. For wind turbines or bridges, this is only possible to a very limited 

extent, as they are, for example, exposed to highly fluctuating weather conditions. In addition, 

there is usually only little information available on anomalous events. As a result, it is difficult for 

the system to identify and categorize exceptional states. However, this knowledge is important in 

order to find out how precarious the respective deviations from the norm really are. These 

problems are to be addressed in the project "Machine Learning Procedures for Stochastic-

Deterministic Multi-Sensor Signals" (MADESI). 

Numerical simulations can run through all conceivable scenarios. For example, it is possible to 

simulate what happens if strong squalls hit a wind turbine. The monitoring system can then be 

trained with data generated by these simulations and afterwards detect and interpret anomalies 

autonomously. 

The researchers in the MADESI project develop methods that enable the utilization of simulation 

data in machine learning. Here, the monitoring system needs to be designed in such a way that it 

can be trained using real sensor data and simulation data. Moreover, the consortium intends to 

increase the interpretability of the monitoring data. "For this purpose, we at SCAI work on data 

mining methods which can recognize patterns in the scenario data," explains project manager Prof. 

Dr. Jochen Garcke, head of the department "Numerical Data-Driven Prediction" at Fraunhofer SCAI. 

"Here, we also look for characteristic features of specific damages of wind turbine gear boxes or for 

ice on the rotor blades of a wind turbine." [25] 

 

Machine learning reveals quantum phases of matter  
Physicists in the US have used machine learning to determine the phase diagram of a system of 12 

idealized quantum particles to a higher precision than ever before. The work was done by Eun-

Ah Kim of Cornell University and colleagues who say that they are probably the first to use 

ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ ŀƭƎƻǊƛǘƘƳǎ ǘƻ ǳƴŎƻǾŜǊ άƛƴŦƻǊƳŀǘƛƻƴ ōŜȅƻƴŘ ŎƻƴǾŜƴǘƛƻƴŀƭ ƪƴƻǿƭŜŘƎŜέ ƻŦ 

condensed matter physics. 

So far, machine learning has only been used to confirm established condensed matter results in 

proof-of-principle demonstrations, says Roger Melko of the University of Waterloo in Canada, 

who was not involved in the work. For example, Melko has used machine learning to sort various 

magnetic states of matter that had already been previously classified. Instead, Kim and colleagues 

ƘŀǾŜ ƳŀŘŜ ƴŜǿ ǇǊŜŘƛŎǘƛƻƴǎ ŀōƻǳǘ ǘƘŜƛǊ ǎȅǎǘŜƳΩǎ ǇƘŀǎŜǎ ǘƘŀǘ ŀǊŜ ǳƴŀǘǘŀƛƴŀōƭŜ ǿƛǘƘ ƻǘƘŜǊ ƳŜǘƘƻŘǎΦ 

ά¢Ƙƛǎ ƛǎ ŀƴ ŜȄŀƳǇƭŜ ƻŦ ƳŀŎƘƛƴŜǎ ōŜŀǘƛƴƎ ǇǊƛƻǊ ǿƻǊƪ ōȅ ƘǳƳŀƴǎΣέ ǎŀȅǎ aŜƭƪƻΦ 

https://phys.org/tags/wind+turbines/
https://phys.org/tags/monitoring/
https://phys.org/tags/machine+learning/
https://phys.org/tags/simulation/
https://phys.org/tags/turbine/
http://physics.cornell.edu/eun-ah-kim
http://physics.cornell.edu/eun-ah-kim
http://www.science.uwaterloo.ca/~rgmelko/People/Roger/Roger.html


YƛƳΩǎ ƎǊƻǳǇ ǎǘǳŘƛŜŘ ǘƘŜ ǇƘȅǎƛŎǎ ƻŦ мн ƛŘŜŀƭƛȊŜŘ ŜƭŜŎǘǊƻƴǎ ƛƴǘŜǊŀŎǘƛƴƎ ŀŎŎƻǊŘƛƴƎ ǘƻ ǘƘŜ LǎƛƴƎ ƳƻŘŜƭ ς 

which describes the interaction between the spins of neighbouring particles. Although their 12-

particle model is simplistic compared to real-life materials, this system can just barely be simulated 

by supercomputers. This is because the complexity of quantum simulations grows exponentially 

with every additional particle. 

The team was particularly interested in understanding the many body localization (MBL) phases that 

can arise in quantum systems. These phases occur when particles are out of equilibrium and do not 

behave as a collection of non-interacting particles nor as an ensemble. Physicists struggle to 

describe MBL phases because statistical concepts like temperature and pressure are ill-defined. 

ά¢ƘŜȅ ŎƘŀƭƭŜƴƎŜ ƻǳǊ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ƻŦ ǉǳŀƴǘǳƳ ǎǘŀǘƛǎǘƛŎŀƭ ƳŜŎƘŀƴƛŎǎ ŀƴŘ ǉǳŀƴǘǳƳ ŎƘŀƻǎΣέ ǎŀȅǎ 

Kim. 

90% classification accuracy  
The team taught the machine learning algorithm to draw a phase diagram that includes two 

different MBL phases and one conventional phase. To do this, they first generated simulated data of 

different configurations of the 12 quantum particles that correspond to known phases. They fed 

each configuration to a neural network, which classified the data as a particular phase. At this point 

in the machine-learning process the researchers told the neural network whether its classification 

was correct. Given that feedback, the neural network iteratively developed an algorithm based on 

matrix multiplication that could distinguish among phases. The neural network could achieve 90% 

classification accuracy after being trained with 1000 different particle configurations. 

The next step involved using the neural network to classify particle configurations of unknown 

phase. By sorting these configurations, they could fill a phase diagram with boundaries that were 

more distinct compared to prior diagrams made from other techniques. 

How do they learn?  
One important downside of using neural networks to predict new physics is that we do not have a 

clear understanding of how the systems learn. This is a broad area of current research known as the 

ƛƴǘŜǊǇǊŜǘŀōƛƭƛǘȅ ǇǊƻōƭŜƳΦ CƻǊǘǳƴŀǘŜƭȅΣ YƛƳΩǎ ƴŜǳǊŀƭ ƴŜǘǿƻǊƪ ƛǎ ǊŜƭŀǘƛǾŜƭȅ ǎƛƳǇƭŜΦ aŀƴȅ ƴŜǳǊŀƭ 

networks, such as those that power speech and image recognition algorithms, involve feeding input 

Řŀǘŀ ǘƘǊƻǳƎƘ ƳǳƭǘƛǇƭŜ ƛǘŜǊŀǘƛƻƴǎ ƻŦ ƳŀǘǊƛȄ ƳǳƭǘƛǇƭƛŎŀǘƛƻƴ ŎŀƭƭŜŘ άƘƛŘŘŜƴ ƭŀȅŜǊǎέ ōŜŦƻǊŜ ǘƘŜȅ ǇǊƻŘǳŎŜ 

an output. These hidden layers are the most opaque parts of the leŀǊƴƛƴƎ ǇǊƻŎŜǎǎΣ ŀƴŘ YƛƳΩǎ ƴŜǳǊŀƭ 

network only has one hidden layer. Her group is now trying to pick apart what exactly that hidden 

ƭŀȅŜǊ ƛǎ ŘƻƛƴƎΦ άLǘΩǎ ǇƻǎǎƛōƭŜ ǘƻ ƭƻƻƪ ƛƴǎƛŘŜ ŀ ǎƛƳǇƭŜΣ ŎǳǎǘƻƳ-built neural network and figure out how 

ƛǘΩǎ ƳŀƪƛƴƎ ƛǘǎ ŘŜŎƛǎƛƻƴǎΣέ ǎŀȅǎ YƛƳΦ 

 

READ MORE 

 

A quantum boost for machine learning  
 

https://physicsworld.com/a/a-quantum-boost-for-machine-learning/
https://physicsworld.com/a/a-quantum-boost-for-machine-learning/
https://physicsworld.com/a/a-quantum-boost-for-machine-learning/
https://physicsworld.com/a/a-quantum-boost-for-machine-learning/


In addition, Kim wants to see if the team can apply a more sophisticated type of machine learning, 

known as unsupervised learning, to condensed matter problems. Unlike supervised learning, where 

the algorithm is given the correct answer as feedback, an unsupervised learning algorithm does not 

receive such feedback. 

Condensed matter problems are particularly well-suited for machine learning because they involve 

many interacting particles, and therefore lots of data, says Melko. The field is moving fast, he says. 

άWǳǎǘ ƭƛƪŜ ȅƻǳ ǇƛŎƪ ǳǇ ȅƻǳǊ ǇƘƻƴŜ ŀƴŘ ǘŀƪŜ ŦƻǊ ƎǊŀƴǘŜŘ ǘƘŀǘ {ƛǊƛ ǿƻǊƪǎΣ ƛƴ ŀ ŦŜǿ ȅŜŀǊǎ L ǘƘƛƴƪ 

everyoneΩǎ ƎƻƛƴƎ ǘƻ ǘŀƪŜ ŦƻǊ ƎǊŀƴǘŜŘ ǘƘŀǘ ǘƘŜǊŜΩǎ ǎƻƳŜ ƛƴǘŜƎǊŀǘƛƻƴ ƻŦ !L ǘŜŎƘƴƻƭƻƎȅ ƛƴ ǘƘŜǎŜ ǾŜǊȅ 

ŎƻƳǇƭŜȄ ǉǳŀƴǘǳƳ ŜȄǇŜǊƛƳŜƴǘǎΣέ ƘŜ ǎŀȅǎΦ 

A paper describing the research has been accepted for publication in Physical Review 

Letters and a preprint is available on arXiv. [24] 

  

 

Artificial intelligence accelerates discovery of metallic glass  
Blend two or three metals together and you get an alloy that usually looks and acts like a metal, 

with its atoms arranged in rigid geometric patterns. 

But once in a while, under just the right conditions, you get something entirely new: a futuristic 

alloy called metallic glass that's amorphous, with its atoms arranged every which way, much like the 

atoms of the glass in a window. Its glassy nature makes it stronger and lighter than today's best 

steel, plus it stands up better to corrosion and wear. 

Even though metallic glass shows a lot of promise as a protective coating and alternative to steel, 

only a few thousand of the millions of possible combinations of ingredients have been evaluated 

over the past 50 years, and only a handful developed to the point that they may become useful. 

Now a group led by scientists at the Department of Energy's SLAC National Accelerator Laboratory, 

the National Institute of Standards and Technology (NIST) and Northwestern University has 

reported a shortcut for discovering and improving metallic glassτand, by extension, other elusive 

materialsτat a fraction of the time and cost. 

The research group took advantage of a system at SLAC's Stanford Synchrotron Radiation 

Lightsource (SSRL) that combines machine learningτa form of artificial intelligence where 

computer algorithms glean knowledge from enormous amounts of dataτwith experiments that 

quickly make and screen hundreds of sample materials at a time. This allowed the team to discover 

three new blends of ingredients that form metallic glass, and to do this 200 times faster than it 

could be done before, they reported today in Science Advances. 

"It typically takes a decade or two to get a material from discovery to commercial use," said 

Northwestern Professor Chris Wolverton, an early pioneer in using computation and AI to predict 

new materials and a co-author of the paper. "This is a big step in trying to squeeze that time down. 

You could start out with nothing more than a list of properties you want in a material and, using AI, 

quickly narrow the huge field of potential materials to a few good candidates." 

https://journals.aps.org/prl/accepted/00075Y37Z961a45b76a163c6fcf04305a17e8d973
https://journals.aps.org/prl/accepted/00075Y37Z961a45b76a163c6fcf04305a17e8d973
https://arxiv.org/abs/1711.00020


The ultimate goal, he said, is to get to the point where a scientist could scan hundreds of sample 

materials, get almost immediate feedback from machine learning models and have another set of 

samples ready to test the next dayτor even within the hour. 

Over the past half century, scientists have investigated about 6,000 combinations of ingredients 

that form metallic glass, added paper co-author Apurva Mehta, a staff scientist at SSRL: "We were 

able to make and screen 20,000 in a single year." 

Just Getting Started 
While other groups have used machine learning to come up with predictions about where different 

kinds of metallic glass can be found, Mehta said, "The unique thing we have done is to rapidly verify 

our predictions with experimental measurements and then repeatedly cycle the results back into 

the next round of machine learning and experiments." 

There's plenty of room to make the process even speedier, he added, and eventually automate it to 

take people out of the loop altogether so scientists can concentrate on other aspects of their work 

that require human intuition and creativity. "This will have an impact not just on synchrotron users, 

but on the whole materials science and chemistry community," Mehta said. 

The team said the method will be useful in all kinds of experiments, especially in searches for 

materials like metallic glass and catalysts whose performance is strongly influenced by the way 

they're manufactured, and those where scientists don't have theories to guide their search. With 

machine learning, no previous understanding is needed. The algorithms make connections and 

draw conclusions on their own, and this can steer research in unexpected directions. 

"One of the more exciting aspects of this is that we can make predictions so quickly and turn 

experiments around so rapidly that we can afford to investigate materials that don't follow our 

normal rules of thumb about whether a material will form a glass or not," said paper co-author 

Jason Hattrick-Simpers, a materials research engineer at NIST. "AI is going to shift the landscape of 

how materials science is done, and this is the first step." 



 

Fang Ren, who developed algorithms to analyze data on the fly while a postdoctoral scholar at SLAC, 

at a Stanford Synchrotron Radiation Lightsource beamline where the system has been put to use. 

Credit: Dawn Harmer/SLAC National Accelerator Laboratory 

Strength in Numbers  
The paper is the first scientific result associated with a DOE-funded pilot project where SLAC is 

working with a Silicon Valley AI company, Citrine Informatics, to transform the way new materials 

are discovered and make the tools for doing that available to scientists everywhere. 

Founded by former graduate students from Stanford and Northwestern universities, Citrine has 

created a materials science data platform where data that had been locked away in published 

papers, spreadsheets and lab notebooks is stored in a consistent format so it can be analyzed with 

AI specifically designed for materials. 

"We want to take materials and chemical data and use them effectively to design new materials and 

optimize manufacturing," said Greg Mulholland, founder and CEO of the company. "This is the 

power of artificial intelligence: As scientists generate more data, it learns alongside them, bringing 

hidden trends to the surface and allowing scientists to identify high-performance materials much 

faster and more effectively than relying on traditional, purely human-driven materials 

development." 

https://3c1703fe8d.site.internapcdn.net/newman/gfx/news/hires/2018/8-scientistsus.jpg


Until recently, thinking up, making and assessing new materials was painfully slow. For instance, the 

authors of the metallic glass paper calculated that even if you could cook up and examine five 

potential types of metallic glass a day, every day of the year, it would take more than a thousand 

years to plow through every possible combination of metals. When they do discover a metallic 

glass, researchers struggle to overcome problems that hold these materials back. Some have toxic 

or expensive ingredients, and all of them share glass's brittle, shatter-prone nature. 

Over the past decade, scientists at SSRL and elsewhere have developed ways to automate 

experiments so they can create and study more novel materials in less time. Today, some SSRL users 

can get a preliminary analysis of their data almost as soon as it comes out with AI software 

developed by SSRL in conjunction with Citrine and the CAMERA project at DOE's Lawrence Berkeley 

National Laboratory. 

"With these automated systems we can analyze more than 2,000 samples per day," said Fang Ren, 

the paper's lead author, who developed algorithms to analyze data on the fly and coordinated their 

integration into the system while a postdoctoral scholar at SLAC. 

Experimenting with Data  
In the metallic glass study, the research team investigated thousands of alloys that each contain 

three cheap, nontoxic metals. 

They started with a trove of materials data dating back more than 50 years, including the results of 

6,000 experiments that searched for metallic glass. The team combed through the data with 

advanced machine learning algorithms developed by Wolverton and graduate student Logan Ward 

at Northwestern. 

Based on what the algorithms learned in this first round, the scientists crafted two sets of sample 

alloys using two different methods, allowing them to test how manufacturing methods affect 

whether an alloy morphs into a glass. 

Both sets of alloys were scanned by an SSRL X-ray beam, the data fed into the Citrine database, and 

new machine learning results generated, which were used to prepare new samples that underwent 

another round of scanning and machine learning. 

By the experiment's third and final round, Mehta said, the group's success rate for finding metallic 

glass had increased from one out of 300 or 400 samples tested to one out of two or three samples 

tested. The metallic glass samples they identified represented three different combinations of 

ingredients, two of which had never been used to make metallic glass before. [23] 

 

 

 

Deep learning transforms smartphone  microscopes into laboratory -

grade devices  
Researchers at the UCLA Samueli School of Engineering have demonstrated that deep learning, a 

powerful form of artificial intelligence, can discern and enhance microscopic details in photos taken 



by smartphones. The technique improves the resolution and color details of smartphone images so 

much that they approach the quality of images from laboratory-grade microscopes. 

The advance could help bring high-quality medical diagnostics into resource-poor regions, where 

people otherwise do not have access to high-end diagnostic technologies. And the technique uses 

attachments that can be inexpensively produced with a 3-D printer, at less than $100 a piece, 

versus the thousands of dollars it would cost to buy laboratory-grade equipment that produces 

images of similar quality. 

Cameras on today's smartphones are designed to photograph people and scenery, not to produce 

high-resolution microscopic images. So the researchers developed an attachment that can be 

placed over the smartphone lens to increase the resolution and the visibility of tiny details of the 

images they take, down to a scale of approximately one millionth of a meter. 

But that only solved part of the challenge, because no attachment would be enough to compensate 

for the difference in quality between smartphone cameras' image sensors and lenses and those of 

high-end lab equipment. The new technique compensates for the difference by using artificial 

intelligence to reproduce the level of resolution and color details needed for a laboratory analysis. 

The research was led by Aydogan Ozcan, Chancellor's Professor of Electrical and Computer 

Engineering and Bioengineering, and Yair Rivenson, a UCLA postdoctoral scholar. Ozcan's research 

group has introduced several innovations in mobile microscopy and sensing, and it maintains a 

particular focus on developing field-portable medical diagnostics and sensors for resource-poor 

areas. 

"Using deep learning, we set out to bridge the gap in image quality between inexpensive mobile 

phone-based microscopes and gold-standard bench-top microscopes that use high-end lenses," 

Ozcan said. "We believe that our approach is broadly applicable to other low-cost microscopy 

systems that use, for example, inexpensive lenses or cameras, and could facilitate the replacement 

of high-end bench-top microscopes with cost-effective, mobile alternatives." 

He added that the new technique could find numerous applications in global health, telemedicine 

and diagnostics-related applications. 

The researchers shot images of lung tissue samples, blood and Pap smears, first using a standard 

laboratory-grade microscope, and then with a smartphone with the 3-D-

printed microscope attachment. The researchers then fed the pairs of corresponding images into a 

computer system that "learns" how to rapidly enhance the mobile phone images. The process relies 

on a deep-learningςbased computer code, which was developed by the UCLA researchers. 

To see if their technique would work on other types of lower-quality images, the researchers used 

deep learning to successfully perform similar transformations with images that had lost some detail 

because they were compressed for either faster transmission over a computer network or more 

efficient storage. 

The study was published in ACS Photonics, a journal of the American Chemical Society. It builds 

upon previous studies by Ozcan's group that used deep learning to reconstruct holograms and 

improve microscopy. [22] 
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Training computers to recognize dynamic events  
A person watching videos that show things openingτa door, a book, curtains, a blooming flower, a 

yawning dogτeasily understands the same type of action is depicted in each clip. 

"Computer models fail miserably to identify these things. How do humans do it so effortlessly?" asks 

Dan Gutfreund, a principal investigator at the MIT-IBM Watson AI Laboratory and a staff member at 

IBM Research. "We process information as it happens in space and time. How can we teach 

computer models to do that?" 

Such are the big questions behind one of the new projects underway at the MIT-IBM Watson AI 

Laboratory, a collaboration for research on the frontiers of artificial intelligence. Launched last fall, 

the lab connects MIT and IBM researchers together to work on AI algorithms, the application of AI 

to industries, the physics of AI, and ways to use AI to advance shared prosperity. 

The Moments in Time dataset is one of the projects related to AI algorithms that is funded by the 

lab. It pairs Gutfreund with Aude Oliva, a principal research scientist at the MIT Computer Science 

and Artificial Intelligence Laboratory, as the project's principal investigators. Moments in Time is 

built on a collection of 1 million annotated videos of dynamic events unfolding within three 

seconds. Gutfreund and Oliva, who is also the MIT executive director at the MIT-IBM Watson AI Lab, 

are using these clips to address one of the next big steps for AI: teaching machines to recognize 

actions. 

Learning from dynamic scenes  
The goal is to provide deep-learning algorithms with large coverage of an ecosystem of visual and 

auditory moments that may enable models to learn information that isn't necessarily taught in a 

supervised manner and to generalize to novel situations and tasks, say the researchers. 

"As we grow up, we look around, we see people and objects moving, we hear sounds that people 

and object make. We have a lot of visual and auditory experiences. An AI system needs to learn the 

same way and be fed with videos and dynamic information," Oliva says. 

For every action category in the dataset, such as cooking, running, or opening, there are more than 

2,000 videos. The short clips enable computer models to better learn the diversity of meaning 

around specific actions and events. 

"This dataset can serve as a new challenge to develop AI models that scale to the level of complexity 

and abstract reasoning that a human processes on a daily basis," Oliva adds, describing the factors 

involved. Events can include people, objects, animals, and nature. They may be symmetrical in 

timeτfor example, opening means closing in reverse order. And they can be transient or sustained. 

Oliva and Gutfreund, along with additional researchers from MIT and IBM, met weekly for more 

than a year to tackle technical issues, such as how to choose the action categories for annotations, 

where to find the videos, and how to put together a wide array so the AI system learns without bias. 

http://moments.csail.mit.edu/


The team also developed machine-learning models, which were then used to scale the data 

collection. "We aligned very well because we have the same enthusiasm and the same goal," says 

Oliva. 

Augmenting human intelligence  
One key goal at the lab is the development of AI systems that move beyond specialized tasks to 

tackle more complex problems and benefit from robust and continuous learning. "We are seeking 

new algorithms that not only leverage big data when available, but also learn from limited data to 

augment human intelligence," says Sophie V. Vandebroek, chief operating officer of IBM Research, 

about the collaboration. 

In addition to pairing the unique technical and scientific strengths of each organization, IBM is also 

bringing MIT researchers an influx of resources, signaled by its $240 million investment in AI efforts 

over the next 10 years, dedicated to the MIT-IBM Watson AI Lab. And the alignment of MIT-IBM 

interest in AI is proving beneficial, according to Oliva. 

"IBM came to MIT with an interest in developing new ideas for an artificial intelligence system 

based on vision. I proposed a project where we build data sets to feed the model about the world. 

It had not been done before at this level. It was a novel undertaking. Now we have reached the 

milestone of 1 million videos for visual AI training, and people can go to our website, download the 

dataset and our deep-learning computer models, which have been taught to recognize actions." 

Qualitative results so far have shown models can recognize moments well when the action is well-

framed and close up, but they misfire when the category is fine-grained or there is background 

clutter, among other things. Oliva says that MIT and IBM researchers have submitted an article 

describing the performance of neural network models trained on the dataset, which itself was 

deepened by shared viewpoints. "IBM researchers gave us ideas to add action categories to have 

more richness in areas like health care and sports. They broadened our view. They gave us ideas 

about how AI can make an impact from the perspective of business and the needs of the world," 

she says. 

This first version of the Moments in Time dataset is one of the largest human-annotated video 

datasets capturing visual and audible short events, all of which are tagged with an action or activity 

label among 339 different classes that include a wide range of common verbs. The researchers 

intend to produce more datasets with a variety of levels of abstraction to serve as stepping stones 

toward the development of learning algorithms that can build analogies between things, imagine 

and synthesize novel events, and interpret scenarios. 

In other words, they are just getting started, says Gutfreund. "We expect the Moments in Time 

dataset to enable models to richly understand actions and dynamics in videos." [21] 
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Are we quantum computers? International collaboration will 

investigate the brain's potential for quantum computation  
Much has been made of quantum computing processes using ultracold atoms and ions, 

superconducting junctions and defects in diamonds, but could we be performing them in our own 

brains? 

It's a question UC Santa Barbara theoretical physicist Matthew Fisher has been asking for years. 

Now, as scientific director of the new Quantum Brain Project (QuBrain), he is seeking to put this 

inquiry through rigorous experimental tests. 

"Might we, ourselves, be quantum computers, rather than just clever robots who are designing and 

building quantum computers?" Fisher asks. 

Some functions the brain performs continue to elude neuroscienceτthe substrate that "holds" very 

long-term memories and how it operates, for example. Quantum mechanics, which deals with the 

behavior of nature at atomic and subatomic levels, may be able to unlock some clues. And that in 

turn could have major implications on many levels, from quantum computing and materials 

sciences to biology, mental health and even what it is to be human. 

The idea of quantum computing in our brains is not a new one. In fact, it has been making the 

rounds for a while with some scientists, as well as those with less scientific leanings. But Fisher, a 

world-renowned expert in the field of quantum mechanics, has identified a preciseτand uniqueτ

set of biological components and key mechanisms that could provide the basis for quantum 

processing in the brain. With $1.2 million in grant funding over three years from the Heising-Simons 

Foundation, Fisher will launch the QuBrain collaboration at UCSB. Composed of an international 

team of leading scientists spanning quantum physics, molecular biology, biochemistry, colloid 

science and behavioral neuroscience, the project will seek explicit experimental evidence to answer 

whether we might in fact be quantum computers. 

"We are extremely grateful to the Heising-Simons Foundation for the bold vision in granting this 

project at the very frontier of quantum- and neuroscience," said UC Santa Barbara Chancellor Henry 

T. Yang. "Professor Matthew Fisher is an exceptional quantum physicist as evidenced by the Oliver 

E. Buckley Prize he shared in 2015 for his research on quantum phase transitions. Now he is 

stepping out of his traditional theoretical research framework, assembling an international team of 

experts to develop an experimentally based research program that will determine if quantum 

processes exist in the brain. Their research could shed new light on how the brain works, which 

might lead to novel mental health treatment protocols. As such, we eagerly anticipate the results of 

QuBrain's collaborative research endeavors in the years to come." 

"If the question of whether quantum processes take place in the brain is answered in the 

affirmative, it could revolutionize our understanding and treatment of brain function and human 

https://www.kitp.ucsb.edu/mpaf
https://phys.org/tags/quantum/
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https://phys.org/tags/quantum+computing/


cognition," said Matt Helgeson, a UCSB professor of chemical engineering and associate director at 

QuBrain. 

Biochemica l Qubits  
The hallmarks of quantum computers lie in the behaviors of the infinitesimal systems of atoms and 

ions, which can manifest "qubits" (e.g. "spins") that exhibit quantum entanglement. Multiple qubits 

can form networks that encode, store and transmit information, analogous to the digital bits in a 

conventional computer. In the quantum computers we are trying to build, these effects are 

generated and maintained in highly controlled and isolated environments and at low temperatures. 

So the warm, wet brain is not considered a conducive environment to exhibit quantum effects as 

they should be easily "washed out" by the thermal motion of atoms and molecules. 

However, Fisher asserts that nuclear spins (at the core of the atom, rather than the surrounding 

electrons) provide an exception to the rule. 

"Extremely well-isolated nuclear spins can storeτand perhaps processτquantum information on 

human time scales of hours or longer," he said. Fisher posits that phosphorus atomsτone of the 

most abundant elements in the bodyτhave the requisite nuclear spin that could serve as a 

biochemical qubit. One of the experimental thrusts of the collaboration will be to monitor the 

quantum properties of phosphorus atoms, particularly entanglement between two phosphorus 

nuclear spins when bonded together in a molecule undergoing biochemical processes. 

Meanwhile, Helgeson and Alexej Jerschow, a professor of chemistry at New York University, will 

investigate the dynamics and nuclear spin of Posner moleculesτspherically shaped calcium 

phosphate nano-clustersτand whether they have the ability to protect the nuclear spins of the 

phosphorus atom qubits, which could promote the storage of quantum information. They will also 

explore the potential for non-local quantum information processing that could be enabled by pair-

binding and disassociation of Posner molecules. 

Entangled Neurons  
In another set of experiments, Tobias Fromme, a scientist at the Technical University of Munich, will 

study the potential contribution of mitochondria to entanglement and their quantum coupling to 

neurons. He will determine if these cellular organellesτresponsible for functions such as 

metabolism and cell signalingτcan transport Posner molecules within and between neurons via 

their tubular networks. Fusing and fissioning of mitochondria could allow for establishment of non-

local intra- and intercellular quantum entanglement. Subsequent disassociation of Posner molecules 

could trigger release of calcium, correlated across the mitochondrial network, activating 

neurotransmitter release and subsequent synaptic firing across what would essentially be a 

quantum coupled network of neuronsτa phenomena that Fromme will seek to emulate in vitro. 

The possibility of cognitive nuclear-spin processing came to Fisher in part through studies 

performed in the 1980s that reported a remarkable lithium isotope dependence on the behavior of 

mother rats. Though given the same element, their behavior changed dramatically depending on 

the number of neutrons in the lithium nuclei. What to most people would be a negligible difference 

was to a quantum physicist like Fisher a fundamentally significant disparity, suggesting the 

importance of nuclear spins. Aaron Ettenberg, UCSB Distinguished Professor of Psychological & 

https://phys.org/tags/nuclear+spins/


Brain Sciences, will lead investigations that seek to replicate and extend these lithium isotope 

experiments. 

"However likely you judge Matthew Fisher's hypothesis, by testing it through QuBrain's 

collaborative research approach we will explore neuronal function with state-of-the-art technology 

from completely new angles and with enormous potential for discovery," said Fromme. Similarly, 

according to Helgeson, the research conducted by QuBrain has the potential for breakthroughs in 

the fields of biomaterials, biochemical catalysis, quantum entanglement in solution chemistry and 

mood disorders in humans, regardless of whether or not quantum processes indeed take place in 

the brain. [20] 

 

Dissecting artificial intelligence to better understand the human brain  
In the natural world, intelligence takes many forms. It could be a bat using echolocation to expertly 

navigate in the dark, or an octopus quickly adapting its behavior to survive in the deep ocean. 

Likewise, in the computer science world, multiple forms of artificial intelligence are emerging - 

different networks each trained to excel in a different task. And as will be presented today at the 

25th annual meeting of the Cognitive Neuroscience Society (CNS), cognitive neuroscientists 

increasingly are using those emerging artificial networks to enhance their understanding of one of 

the most elusive intelligence systems, the human brain. 

"The fundamental questions cognitive neuroscientists and computer scientists seek to answer are 

similar," says Aude Oliva of MIT. "They have a complex system made of components - for one, it's 

called neurons and for the other, it's called units - and we are doing experiments to try to 

determine what those components calculate." 

In Oliva's work, which she is presenting at the CNS symposium, neuroscientists are learning much 

about the role of contextual clues in human image recognition. By using "artificial neurons" - 

essentially lines of code, software - with neural networkmodels, they can parse out the various 

elements that go into recognizing a specific place or object. 

"The brain is a deep and complex neural network," says Nikolaus Kriegeskorte of Columbia 

University, who is chairing the symposium. "Neural network models are brain-inspired models that 

are now state-of-the-art in many artificial intelligence applications, such as computer vision." 

In one recent study of more than 10 million images, Oliva and colleagues taught an artificial 

network to recognize 350 different places, such as a kitchen, bedroom, park, living room, etc. They 

expected the network to learn objects such as a bed associated with a bedroom. What they didn't 

expect was that the network would learn to recognize people and animals, for example dogs at 

parks and cats in living rooms. 

The machine intelligence programs learn very quickly when given lots of data, which is what 

enables them to parse contextual learning at such a fine level, Oliva says. While it is not possible to 

dissect human neurons at such a level, the computer model performing a similar task is entirely 

transparent. The artificial neural networks serve as "mini-brains that can be studied, changed, 

evaluated, compared against responses given by human neural networks, so the cognitive 

neuroscientists have some sort of sketch of how a real brain may function." 

https://phys.org/tags/quantum+entanglement/
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Indeed, Kriegeskorte says that these models have helped neuroscientists understand how people 

can recognize the objects around them in the blink of an eye. "This involves millions of signals 

emanating from the retina, that sweep through a sequence of layers of neurons, extracting 

semantic information, for example that we're looking at a street scene with several people and a 

dog," he says. "Current neural network models can perform this kind of task using only 

computations that biological neurons can perform. Moreover, these neural network models can 

predict to some extent how a neuron deep in the brain will respond to any image." 

Using computer science to understand the human brain is a relatively new field that is expanding 

rapidly thanks to advancements in computing speed and power, along with neuroscience imaging 

tools. The artificial networks cannot yet replicate human visual abilities, Kriegeskorte says, but by 

modeling the human brain, they are furthering understanding of both cognition and artificial 

intelligence. "It's a uniquely exciting time to be working at the intersection of neuroscience, 

cognitive science, and AI," he says. 

Indeed, Oliva says; "Human cognitive and computational neuroscience is a fast-growing area of 

research, and knowledge about how the human brain is able to see, hear, feel, think, remember, 

and predict is mandatory to develop better diagnostic tools, to repair the brain, and to make sure it 

develops well." [19] 

 

Army's brain -like computers moving closer to cracking codes  
U.S. Army Research Laboratory scientists have discovered a way to leverage emerging brain-like 

computer architectures for an age-old number-theoretic problem known as integer factorization. 

By mimicking the brain functions of mammals in computing, Army scientists are opening up a new 

solution space that moves away from traditional computing architectures and towards devices that 

are able to operate within extreme size-, weight-, and power-constrained environments. 

"With more computing power in the battlefield, we can process information and solve 

computationally-hard problems quicker," said Dr. John V. "Vinnie" Monaco, an ARL computer 

scientist. "Programming the type of devices that fit these criteria, for example, brain-inspired 

computers, is challenging, and cracking crypto codes is just one application that shows we know 

how to do this." 

The problem itself can be stated in simple terms. Take a composite integer N and express it as the 

product of its prime components. Most people have completed this task at some point in grade 

school, often an exercise in elementary arithmetic. For example, 55 can be expressed as 5*11 and 

63 as 3*3*7. What many didn't realize is they were performing a task that if completed quickly 

enough for large numbers, could break much of the modern day internet. 

Public key encryption is a method of secure communication used widely today, based on the RSA 

algorithm developed by Rivest, Shamir, and Adleman in 1978. The security of the RSA algorithm 

relies on the difficulty of factoring a large composite integer N, the public key, which is distributed 

by the receiver to anyone who wants to send an encrypted message. If N can be factored into its 

prime components, then the private key, needed to decrypt the message, can be recovered. 

However, the difficulty in factoring large integers quickly becomes apparent. 
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