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                                                                          Abstract 

 
This paper is a review of some interesting results that has been obtained in various sectors of 

noncommutative cosmology, string theory and loop quantum gravity. 

In the Section 1, we have described some results concerning the noncommutative model of the 

closed Universe with the scalar field. In the Section 2, we have described some results concerning 

the low-energy string effective quantum cosmology. In the Section 3, we have showed some results 

regarding the noncommutative Kantowsky-Sachs quantum model. In Section 4, we have showed 

some results regarding the spectral action principle associated with a noncommutative space and 

applied to the Einstein-Yang-Mills system. Section 5 is a review of some results regarding some 

aspects of loop quantum gravity. In Section 6, we’ve described some results concerning the 

dynamics of vector mode perturbations including quantum corrections based on loop quantum 

gravity. In Section 7, we’ve described some equations concerning matrix models as a non-local 

hidden variables theories. In Section 8, we have showed some results concerning the quantum 

supergravity and the role of a “free” vacuum in loop quantum gravity. In Section 9, we’ve 

described various results concerning the unifying role of equivariant cohomology in the Topological 

Field Theories. 

In conclusion, in Section 10 we have showed the possible mathematical connections between the 

arguments above mentioned and some relationship with some equations concerning some sectors of 

Number Theory. 

 

1. On some equations concerning the Noncommutative model of the closed Universe with 
the scalar field. [1] 

 

We remember that for any nD minisuperspace model the ordering parameter ξ  in the conformally 

invariant Wheeler-De Witt (WDW) equation (Planck’s constant 1=h ): 
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(where the Laplace-Beltrami operator is 
( )

( ) ( ) 








∂

∂
−

∂

∂

−
≡∆

B

ab

A
q

qGqG
qqG

1
, R  is the scalar 

Riemannian curvature in minisuperspace M , ( )qU  is the minisuperspace potential and ( )A
qΨ  is 

the wave function of the universe), is equal to ( ) ( )[ ]nn −−= 18/2ξ  for 2≥n .  

The Non-commutative Wheeler-De Witt equation (NWDW) is given by the following expression: 
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It is possible to find the particular solutions of the NWDW equation by applying the Hartle-

Hawking condition and using the θ -modified method of path integrals. 

Under the Hartle-Hawking (H-H) condition and the gauge condition 0=N& , the non-commutative 

quantum mechanical propagator  ( )0,0,~ '' NqG A

C

HH

Eθ  can be exactly found from the Pauli formula 
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where 2=n  is the dimension of minisuperspace. The propagator is: 

 

     ( ) ( )








−−+
+−

−= 22
32''2''

''''

624

1
exp

8

1
0,0,0,, βα

πθ

N

N

yx

N
NyxG CC

CC

HH

E  

                                      ( ) ( )





+×


















−+−−− ''''22

2
''''

16
exp

32
2 CCCC yx

i
yxN αβ

θ
βα

θ
βα .   (1.4) 

 

When βα =  the propagator (1.4) does not contain the 2θ  dependence so that integration over the 

complex lapse parameter by applying the method of fastest descent yields the particular solutions of 

the NWDW equation: 
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where ( )'''' , CCNB yxψ  are all particular solutions of the WDW equation. 

Now, we consider the noncommutative geometry of the minisuperspace of the quantum model of 

the closed universe. It is important to note that the WDW equation (1.1) of the standard 

(commutative) nD minisuperspace model may be obtained from the action: 
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by the Lagrange variation of ( )AqΨ . Physically, action (1.6) is related to the expectation value of 

the energy of the Universe, which is invariant to the conformal transformation for the fixed value of 

the ordering parameter ξ . In the case when nD minisuperspace •M  possesses Weyl geometry, we 

have the following action: 
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The action (1.7) is invariant on Weyl rescaling: 
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where n  is the dimension of the minisuperspace and the rescaling  
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for any value of the ordering parameter ξ  due to the validity of the following relation: 
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When minisuperspace is (conformally) flat, then action (1.7) acquires the following form: 
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and by applying the Weyl rescaling (1.8) and the rescaling  
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one obtains the action: 
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which is same as action (1.6) for which the Riemann scalar curvature vanishes. 

If we apply the Weyl rescaling to the following noncommutative Hamiltonian 
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we obtain the following noncommutative Hamiltonian: 
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Furthermore, with regard the eq. (1.12b), we remember that: 
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Applying the Legendre transformations to (1.13) we obtain the noncommutative Lagrangian: 
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Solving the equations of motion obtained from (1.14), taking care of the gauge condition 1'=N  and 

the initial conditions  ,00 ==t
dt

da
 ( )002

2

a
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ad
t α==  we obtain the Lorentz 4-metric determined by the 

space-time interval: 

                                  ( ) 2

3

2
2

22

64

1
Ω








++−= dtchdtds α

αθ

α
,  ( )1=σ .   (1.15) 

 

The scalar curvature of the θ -deformed de Sitter space-time is: 
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while the scalar curvature of the 3D subspace is: 
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where α3=Λ .  

After applying the Wick rotation to eq. (1.14), and obtaining the corresponding equations of motion 

from this non-commutative Lagrangian, we obtain the Euclidean 4-metric determined by the space-

time interval: 
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From eq. (1.18), the semiclassical non-commutative Hartle-Hawking (H-H) wave functions that 

corresponds to this 4-geometry are of the form: 
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From eq. (1.19) we see that the non-commutativity parameter θ  increases (for the “+” sign) or 

decreases (for the “–“ sign) the two corresponding standard semiclassical H-H tunnelling 

amplitudes. So, from this consideration we may conclude that the canonical non-commutativity 

prefers the creation of the theta deformed de Sitter universe rather by +
θψ '  than by −

θψ ' . 

Hence, at the Hartle-Hawking condition and for different choices of the gauge condition 0=N&  ( N  

is the lapse function) the 2θ  term either decreases or increases the semiclassical probability 
amplitude for tunnelling from nothing to the closed universe with the stable matter potential. 

Furthermore, under the Hartle-Hawking condition and when 0>α  and 0=β  the canonical 

noncommutativity of the minisuperspace prefers as the most probable the creation of the closed 

universe with 0=φ  by the semiclassical wave function which for 0=θ  corresponds to the 

geometry of filling in the three-sphere with more than half of a four-sphere of radius ( )α/1 . 

 

2. On some equations concerning the low-energy string effective quantum cosmology.[2] 

 

At low energy, the tree-level, (3+1)-dimensional string effective action can be written as 
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Here φ  is the dilaton field, ( ) ( )[ ]3/exp tta β= , sλ  is the fundamental string length parameter 

governing the high-derivative expansion of the action and V  is a possible dilaton potential. When 
we consider this theory in the metric of isotropic and homogeneous spacetime, after integrating by 

parts, and using the convenient time parametrization τφ dedt −= , reduces to 
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The Hamiltonian of the system is 
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The corresponding Wheeler-DeWitt equation, in a particular factor ordering is 
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We shall assume ( )φVV =  in order to separate variables. We consider two simple cases of the 

potential as toy models that allow us to obtain exact solutions 
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Therefore the solution of the WDW equation (2.6) is 
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where νiY  is the second class Bessel function. 

 

2) Case: 
0VV −=   

 

Now the wave function is 
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where νiK  is the modified Bessel function. We can construct wormhole type solutions by means 

integrating over the separation constant ν , 
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where =µ const. For the noncommutative quantum cosmology model, we will assume the 

“cartesian coordinates” φ  and β  of the Robertson-Walker minisuperspace obey a kind of 

commutation relation, 

                                                             [ ] θβφ i=, .   (2.9) 

 

This is a particular ansatz in these configuration coordinates. The deformation of minisuperspace 

can be studied in terms of Moyal product, 
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Then the noncommutative WDW equation is 
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Now, we take the eq. (2.6) and obtain: 
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Hence, from the eq. (2.1), we have that: 
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Furthermore, always from the eq. (2.6), we obtain: 
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Hence, from the eqs. (2.2) and (2.3), we have that 
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3. On some equations concerning the noncommutative Kantowski-Sachs quantum 
model.[3] 

 

The Hamiltonian of General Relativity without matter is 
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where ( ) ( )NNDNDhK ijjiijtij 2/−−∂−=  is the second fundamental form. The super-Hamiltonian 

constraint 0≈Η  yields the Wheeler-DeWitt equation 
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The Kantowski-Sachs line element is 
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The Poisson brackets for the classical phase space variables are 
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Now, let us introduce a noncommutative classical geometry in the model by considering a 

Hamiltonian that has the same functional form as (3.5) but is valued on variables that satisfy the 

deformed Poisson brackets 

 

                              { } 1, =Ω ΩP ,   { } 1, =ββ P ,   { } 0, =Ω βPP ,   { } θβ =Ω, .   (3.9) 

 

The equations of motion in this case are written as 

 

                  Ω−=Ω P2& ,   Ω−
Ω −= 32396 eP& ,   Ω−−= 323962 eP θβ β

& ,   0=βP& .   (3.10) 
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The solution for ( )tΩ  and ( )tβ  are 

 

( ) ( )[ ]












−=Ω 0

2

2 0

0

32cosh
48

ln
6

3
ttP

P
t β

β

, ( ) ( ) ( )[ ]000 000
32tanh2 ttPPttPt −−+−= βββ θββ .  (3.11) 

 

Now, we may achieve the solutions above by making use of the auxiliary canonical variables 
cΩ  

and 
cβ , defined as 

                              β

θ
Pc

2
+Ω=Ω ,   Ω−= Pc

2

θ
ββ ,   ΩΩ = PP

c
,   ββ PP

c
= .   (3.12) 

 

The Poisson brackets for these variables are 

 

                         { } 1, =Ω Ωc
Pc ,   { } 1, =

c
Pc ββ ,   { } 0, =Ω cc

PP β ,   { } 0, =Ω cc β .   (3.13) 

 

As the equations of motion in the canonical formalism in the gauge  ( )Ω−−= 323exp24 βN   

we have 

             
c

Pc Ω−=Ω 2& ,   Ω−
Ω −= 32396 eP

c

& ,   Ω−−= 323482 eP
cc θβ β

& ,   0=
c

Pβ
& .   (3.14) 

 

whose solutions are 

 

                                    ( ) ( )[ ]
00

0
2

32cosh
48

ln
6

3
0

2

2 ββ

β

θ
PttP

P
tc +













−=Ω ,    

          ( ) ( ) ( )[ ]000 000
32tanh

2
2 ttPPttPtc −−+−= βββ

θ
ββ ,  ( ) ( )[ ]

000
32tanh ttPPtP

c
−−=Ω ββ , 

                                                           ( )
0ββ PtP

c
= .   (3.15) 

 

Finally, from (3.12) and (3.15) we can recover the solution (3.11). 

The Wheeler-DeWitt equation, for the Kantowski-Sachs universe, is 

 

                                  ( )[ ] ( ) 0,32exp48ˆˆ 22 =ΩΨΩ−−+− Ω ββPP ,   (3.16) 

 

where Ω∂∂−=Ω /ˆ iP   and ββ ∂∂−= /ˆ iP . Hence, the eq. (3.16) can be rewritten also 

 

                         ( ) ( ) 0,32exp48

22

=ΩΨ











Ω−−









∂

∂
−+









Ω∂

∂
−− β

β

ii
.   (3.16b) 

 

A solution to equation (3.16) is  

                                              ( ) ( )Ω−=ΩΨ 33 4, eKe i

i

ν
βν

ν β ,   (3.16c) 

 

where νiK  is a modified Bessel function and ν  is a real constant. 

Now, we fix the gauge  ( )Ω−−= 323exp24 βN  in (3.5). The Wheeler-DeWitt equation for the 

noncommutative Kantowski-Sachs model is 
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                                 ( )[ ] ( ) 0,32exp4822 =ΩΨΩ−−+− Ω ccccc
PP ββ � ,   (3.17) 

 

which is the Moyal deformed version of (3.16). By using the properties of the Moyal product, it is 

possible to write the potential term (which we denote by V  to include the general case) as 

 

      ( ) ( ) ( ) ( ) ( )cccccccccc ViiVV
cc

βββ
θ

β
θ

ββ β ,ˆ,ˆ,
2

,
2

,, ΩΨΩ=ΩΨ







∂−∂+Ω=ΩΨΩ Ω� ,   (3.18) 

 

where 

                                           
c

Pc β

θ ˆ
2

ˆˆ −Ω=Ω ,      
c

Pc Ω+= ˆ
2

ˆˆ θ
ββ .   (3.19) 

 

Equation (3.19) is nothing but the operatorial version of equation (3.12). The Wheeler-DeWitt 

equation then reads 

 

                         ( )[ ] ( ) 0,ˆ3ˆ32exp48ˆˆ 22 =ΩΨ+Ω−−+− Ω ccc ccc
PPP βθ ββ .   (3.20) 

 

In our time gauge  ( )Ω−−= 323exp24 βN ,  the Hamiltonian  hNH ξ= ,  with ξ  and h  defined 

in Eq. (3.8), reduces simply to h . We can therefore use h  to generate time displacements and 

obtain the equations of motion for ( )tcΩ  and ( )tcβ  as 

 

                                   ( ) [ ] ( )
( )

( )
( )t

t

ct
tcc

cc

cc

cc

cc

S
h

i
Bt

ββββ =
Ω=Ω

=
Ω=Ω

Ω∂

∂
−=








Ω=Ω 2ˆ,ˆ1& ,   (3.21) 

( ) [ ] ( )
( )

( )( )
( )

( )t
tiS

iS

c

ct
tcc

cc

cc

c

cc

cc eR

eRiS
h

i
Bt

ββ

β

ββ

θ
θ

β
ββ

=
Ω=Ω

=
Ω=Ω



























⋅

⋅∂−Ω−
−

∂

∂
=








=

332exp
Re3482ˆ,ˆ1& .   (3.22) 

 

As long as ( )tcΩ  and ( )tcβ  are known, the minisuperspace trajectories are given by 

 

           ( ) ( ) ( ) ( )[ ]ttStt ccc c
β

θ
β ,

2
Ω∂−Ω=Ω ,  (3.23)  ( ) ( ) ( ) ( )[ ]ttStt ccc c

β
θ

ββ ,
2

Ω∂+= Ω .  (3.24) 

 

A solution to (3.17) is 

                                  ( ) .
2

3
3exp4,

3



































−Ω−=ΩΨ νθβ ν

βν
ν ci

i

cc Ke c    (3.25) 

 

Once a quantum state of the universe is given as a super-position of states 

 

                  ( ) ∑ ⋅=


































−Ω−=ΩΨ

ν
ν

βν
ν νθβ iS

ci

i

cc eRKeC c

2

3
3exp4,

3
,   (3.26) 

 

the universe evolution can be determined by solving the system of equations constituted by (3.21) 

and (3.22) and substituting the solution in (3.23) and (3.24). 
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4. On some equations concerning the spectral action principle associated with a    
noncommutative space, applied to the Einstein-Yang-Mills system. [4] 

 

The basic data of Riemannian geometry consists in a manifold M  whose points Mx ∈  are locally 

labelled by finitely many coordinates Rx ∈µ , and in the infinitesimal line element ds , 

 

                                                          νµ
µν dxdxgds =2 .   (4.1) 

 

The laws of physics at reasonably low energies are well encoded by the action functional, 

 

                                                             
SME III +=    (4.2) 

 

where  ∫= xdgR
G

IE

4

16

1

π
  is the Einstein action, which depends only upon the 4-geometry and 

where SMI  is the standard model action,  ∫= SMSM LI ,  HfGfHGHGSM LLLLLL ++++= . The action 

functional SMI  involves, besides the 4-geometry, several additional fields: bosons G  of spin 1 such 

as γ , ±
W  and Z , and the eight gluons, bosons of spin 0 such as the Higgs field H  and fermions f  

of spin 1/2 , the quarks and leptons. 

To test the following spectral action functional 

 

                                                   ψψχ D
D

Trace ,+








Λ
,   (4.3) 

 

we shall first consider the simplest noncommutative modification of a manifold M . Thus we 

replace the algebra ( )MC
∞  of smooth functions on M  by the tensor product ( ) ( )CMMC N⊗=Α ∞  

where ( )CM N  is the algebra of NN ×  matrices. We shall compare the spectral action functional 

(4.3) with the following  

                                                  ∫ += YMIxdgRI
4

22

1

κ
   (4.4) 

 

where  ( )∫ += xdgLLI GfGYM

4   is the action for an ( )NSU  Yang-Mills theory coupled to fermions 

in the adjoint representation. Hence, the eq. (4.4) can be rewritten also 

 

                                       ( )∫ ∫ ++= xdgLLxdgRI GfG

44

22

1

κ
.   (4.4b) 

 

The coupling of the Yang-Mills field A  with the fermions is equal to 

 

                                                           ψψ D,     Η∈ψ .   (4.5) 

 

The operator  ∗++= JAJADD 0  is given by 

 

                                      ( ) 















−⊗+⊗+∂= ii

N

au
TAg

i
eD µµµα ωγ 0

2
11    (4.6) 
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where µω  is the spin-connection on M : 

                                                                      ab

abγωω µµ
4

1
=  

 

and i
T  are matrices in the adjoint representation of ( )NSU  satisfying ( ) ijji

TTTr δ2= . 

With regard to compute the square of the Dirac operator given by (4.6), this can be cast into the 

elliptic operator form: 

                                        ( )BAgDP +∂+⋅∂∂−== µ
µ

νµ
µν

1
2    (4.7) 

 

where 1 , µA  and B  are matrices of the same dimensions as D  and are given by: 

 

                                             ( ) ii

N TAigA
µµµµ ω ⊗−⊗Γ−= 40112   

                             ( ) ii

N TAigRB
µ

µν
ν

µ
µ

µ
µ ωωωωω ⊗−⊗+Γ−+∂= 01 .   (4.8) 

 

We shall now compute the spectral action for this theory given by  

 

                                                     ( )ψψχ D
m

D
Tr ,

2

0

2

+







   (4.9) 

 

where the trace Tr  is the usual trace of operators in the Hilbert space Η , and 0m  is a (mass) scale 

to be specified. The function χ  is chosen to be positive and this has important consequences for the 

positivity of the gravity action.  

Using identities: 

                                      ( )
( ) ∫

∞
−−−

Γ
=

0

11
dtTret

s
PTr

tPss       ( ) 0Re ≥s    (4.10) 

 

and the heat kernel expansion for  

 

                                               ( ) ( )∑ ∫
≥

−
− ≅

0

,
n

M
n

d

mn

tP
xdvPxatTre    (4.11) 

 

where m  is the dimension of the manifold in ( )MC∞ , d  is the order of P  and  ( ) xdgxdv m=   

where µνg  is the metric on M  appearing in equation (4.7). If  ,...1,0 −=s  is a non-positive integer 

then ( )sPTr −  is regular at this value of s  and is given by  

                                                       ( ) =−sPTr Res ( ) n

d

nm
s

as −
=

Γ . 

From this we deduce that 

                                                      ( ) ( )∑
≥

≅
0n

nn PafPTrχ    (4.12) 

 

where the coefficients nf  are given by 

 

                    ( )∫
∞

=
0

0 uduuf χ ,   ( )∫
∞

=
0

2 duuf χ ,   ( ) ( ) ( )( )0122

nn

nf χ−=+ ,   0≥n    (4.13) 
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and ( ) ( ) ( )∫= xdvPxaPa nn , . Hence, the eq. (4.12) can be rewritten also 

 

                                               ( ) ∑
≥

≅
0n

nfPTrχ ( ) ( )∫ xdvPxan , .   (4.13b) 

 

The Seeley-de Witt coefficients ( )Pan  vanish for odd values of n . The first three na ’s for n  even 

are: 

                         ( ) ( ) ( )1TrPxa
m 2/

0 4,
−

= π     ( ) ( ) 







+−=

−
E

R
TrPxa

m
1

6
4,

2/

2 π  

                   ( ) ( ) ( )[ ++−+−=
−

1
µνρσ

µνρσ
µν

µν

µ
µπ RRRRRRTrPxa

m
225;12

360

1
4, 22/

4  

                                    ]µν
µν

µ

µ ΩΩ+++− 30;6018060 2
EERE ,   (4.14) 

 

where E  and µνΩ  are defined by 

 

                        ( )β
ρ
µννµνµ

µν ωωωω '''' Γ−+∂−= gBE ,  [ ]νµµννµµν ωωωω '''' +−∂∂=Ω , 

                                                  ( )1⋅Γ−= νν
µνµω Ag

2

1
' .   (4.14a) 

 

The Ricci and scalar curvature are defined by 

 

                                          ρ
ν

µνµρ ab

ab eeRR = ,      νµ
µν ba

ab eeRR = .   (4.14b) 

 

Now, it is possible evaluate explicitly the spectral action (4.9). Using equations (4.8) and (4.14) we 

find: 

             ii

N TgF
i

RE µν
µνγ ⊗+⊗⊗=

44

1
4 11 ,   ii

Nab

ab
TgF

i
R µνµνµν γ ⊗−⊗=Ω 4

2
1

4

1
1 .   (4.15) 

 

From the knowledge that the invariants of the heat equation are polynomial functions of R , µνR , 

µνρσR , E  and µνΩ  and their covariant derivatives, it is then evident from equation (4.15) that the 

spectral action would not only be diffeomorphism invariant but also gauge invariant. The first three 

invariants are then 

 

                                 ( ) ∫=
M

xdg
N

Pa
4

20
4π

,   ( ) ∫=
M

xRdg
N

Pa
4

22
48π

, 

   ( ) ( )∫ 





+−−+⋅=

M

ii
FFg

N
RRRRRRgxd

N
Pa

µν
µν

µνρσ
µνρσ

µν
µν

µ

µ
π

224

24

120
785;12

36016

1
.   (4.16) 

 

For the special case where the dimension of the manifold M  is four, we have a relation between the 

Gauss-Bonnet topological invariant and the three possible curvature square terms: 

 

                                          24 RRRRRRR +−=∗∗ µν
µν

µνρσ
µνρσ    (4.17) 

 

where  γδ
ρσ

αβ
µναβγδ

µνρσεε RRRR
4

1
≡∗∗ .  Moreover, we can change the expression for ( )Pa4  in terms of 
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µνρσC  instead of µνρσR  where 

                           [ ] [ ]( ) ( )RggggRgRgRC νρµσνσµρσµρνσνρµµνρσµνρσ −+−−=
6

1
   (4.18) 

 

is the Weyl tensor. Using the identity: 

 

                             2

3

1
2 RRRCCRR −+= µν

µν
µνρσ

µνρσ
µνρσ

µνρσ    (4.19) 

 

we can recast )(4 Pa into the alternative form: 

 

      ( ) ( )∫ 







+++−= ∗∗ ii

FF
N

g
RRRCCgxd

N
pa

µν
µν

µ

µ
µνρσ

µνρσπ

2
4

24 ;1211
120

1

20

3

48
   (4.20) 

 

and this is explicitly conformal invariant. The Euler characteristic Eχ  is related to ∗∗RR  by the 

relation 

                                              ∫
∗∗= RRgxdE

4

232

1

π
χ .   (4.21) 

 

It is also possible to introduce a mass scale 0m  and consider χ  to be a function of the 

dimensionless variable 







2

0m

P
χ . In this case terms coming from ( ) 4, >nPan  will be suppressed by 

powers of  
2

0

1

m
: 

         







++−++= ∫ ∫∫

µ

µ
µνρσ

µνρσπ
;

10

1

20

3
12

48

4

4

4

2

2

0

4

0

4

02
RCCgxdfRgxdfmgxdfm

N
Ib     

             











+




++ ∗∗

2

0

2 1
0

20

11

m
FF

N

g
RR

ii µν
µν .   (4.22) 

 

Normalizing the Einstein and Yang-Mills terms in the bare action we then have: 

 

                                          
0

2

0

2

22

0

8

11

24 G

fNm

πκπ
≡= ,      1

12 2

2

04 =
π

gf
,   (4.23) 

 

and (4.22) becomes: 

 

               ∫ 







+++++= ∗∗ ii

b FFRdRRcCCaeRgxdI
µν

µν

µ

µ
µνρσ

µνρσκ 4

1
;

2

1
00002

0

4 ,   (4.24) 

 

where 

                      
2

0

0

1

80

3

g

N
a

−
= ,   00

3

2
ac −= ,   00

3

11
ad −= ,   02

4

0
0

4
f

Nm
e

π
= .   (4.25) 

 

Hence, (4.24) can be rewritten also:     
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                    ∫ 



+







 −
−

−
++= ∗∗

RR
g

N
CC

g

N
f

Nm
RgxdIb 2

0

2

0

02

4

0

2

0

4 1

40

1

80

3

42

1 µνρσ
µνρσ

πκ
  

                        


+







 −
− ii

FFR
g

N µν
µν

µ

µ
4

1
;

1

80
11

2

0

.   (4.25b) 

 

The action for the fermionic quark sector is given by  ( )QDQ q,    (4.26),  while the leptonic action 

have the simple form  ( )LDL
l

,    (4.27). According to universal formula (4.3) the spectral action for 

the Standard Model is given by: 

                                                    ( )[ ] ( )ψψχ DmDTr ,/ 2

0

2 + ,   (4.28) 

 

where ( )ψψ D,  will include the quark sector (4.26) and the leptonic sector (4.27). Calculating the 

bosonic part of the above action, we have the following result: 

 

       (


++





−+= ∫∫ ∫

∗ µ

µπππ
;12

4

5

40

1

4
2

4

5

4

3

4

59 4

2

424

22

2

04

02

4

0 Rgxd
f

HHyRgxdf
m

gxdf
m

I  

          ) +++







−+−+ ∗∗∗∗ µναα

µν
µν

µν
µ

µ
µνρσ

µνρσ FFgGGgHRHHDHDyCCRR
ii 2

02

2

03

2

6

1
31811  

          ( ) ( ) ] 







+−++ ∗∗

2

0

2222

01

1
0;3

3

5

m
HHyHHzBBg

µ

µ
µν

µν ,   (4.29) 

 

where we have denoted 

 

                             







++=

2

0

2

0

2

0

2

3

1 eud
kkkTry ,   








+





 +=

4

0

2
2

0

2

0

2

3

1 eud
kkkTrz , 

                                        HBg
i

HAg
i

HHD µ
αα

µµµ σ 0102
22

−−∂= .   (4.30) 

 

Normalizing the Einstein and Yang-Mills terms gives: 

 

                                   
2

0

2

2

2

0 1

4

15

κπ
=

fm
,   1

2

4

2

03 =
π

fg
,   2

01

2

02

2

03
3

5
ggg == .   (4.31) 

 

Relations (4.31) among the gauge coupling constants coincide with those coming from ( )5SU  

unification. To normalize the Higgs field kinetic energy we have to rescale H  by: 

 

                                                          H
y

g
H 03

3

2
→ .   (4.32) 

 

This transforms the bosonic action (4.29) to the form:   
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       ( )∫ 



+++++++−= ∗∗∗ ii

b GGeRdRRcRbCCaHHRgxdI
µν

µν

µ

µ
µνρσ

µνρσµ
κ 4

1
;

2

1
000

2

00

2

02

0

4
  

           ( ) 


+−+++ ∗ 2

0

2

0

2

4

1

4

1
HHHRHDBBFF λξµ

µν
µν

µναα
µν ,   (4.33) 

 

where  

                    
2

0

2

0
3

4

κ
µ = ,  

2

03

0
8

9

g
a −= ,  00 =b ,  00

18

11
ac −= , 00

3

2
ad −= ,  4

0020
4

45
mfe

π
= ,   

                     
4

2
2

030
3

4

y

z
g=λ ,  

6

1
0 =ξ .   (4.34) 

 

This action has to be taken as the bare action at some cutoff scale Λ . The renormalized action will 

have the same form as (4.33) but with the bare quantities 0000 ,,, aλµκ  to 0e  and 030201 ,, ggg  

replaced with physical quantities. 

 

5. Review of some equations concerning various aspects of Loop Quantum Gravity. [5] 

 

We introduce the volume associated with a region Σ⊂Ω , where Σ  is a spatial manifold of fixed 

topology (and no boundary). We have that: 

 

                               ( ) ∫ ∫∫Ω ΩΩ
≡==Ω p

c

n

b

m

a

abc

mnp EEExdExdxedV
~~~

!3

1~ 333 εε .   (5.1) 

 

Writing ( )Σ≡ VV , we first use the substitution 

 

                                    ( ) ( ) ( ){ }VxAxEEExe
a

m

p

c

n

b

abc

mnp

a

m ,
4

1~~~ 2/1

γ
εε == −    (5.2) 

 

to recover the spatial dreibein. The second trick is to eliminate the extrinsic curvature using a 

doubly nested bracket. The first bracket is introduced by rewriting  

 

                         ( ) ( ){ }KxAxK
a

m

a

m ,
1

γ
=    where   ( ) ∫Σ=Σ≡

m

a

a

m ExKdKK
~

: 3 .   (5.3) 

 

The second bracket comes in through identity 

 

                                            ( ) ( )








= VxF
E

EE
xK mnc

abc

n

b

m

a ,~

~~
1

2/3
ε

γ
.   (5.4) 

 

Canonical quantisation in the “position space representation” now proceeds by representing the 

dreibein as a multiplication operator, and the canonical momentum by the functional differential 

operator 

                                                         ( )
( )xei

x
a

m

m

a
δ

δh
=Π .   (5.5) 
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With these replacements, the classical constraints are converted to quantum constraint operators 

which act on suitable wave functionals. The diffeomorphism and Lorentz constraints become 

 

                                              ( ) [ ] 0=Ψ exHa ,      ( ) [ ] 0=Ψ exLab .   (5.6) 

 

They will be referred to as “kinematical constraints” throughout. Dynamics is generated via the 

Hamiltonian constraint, the Wheeler-De Witt (WDW) equation 

 

                                                                ( ) [ ] 00 =Ψ exH .   (5.7) 

 

It is straightforward to include matter degrees of freedom, in which case the constraint operators 

and the wave functional  [ ],...eΨ  depend on further variables (indicated by dots). The functional 

[ ],...eΨ  is sometimes referred to as the “wave function of the Universe”, and is supposed to contain 

the complete information about the Universe “from beginning to end”. 

Now we represent  the connection 
a

mA  by a multiplication operator, and sets 

 

                                                       ( )
( )xAi

xE
a

m

m

a
δ

δh
=

~
.   (5.8) 

 

The WDW functional depending on the spatial metric (or dreibein) is replaced by a functional 

[ ]AΨ  living on the space of connections (modulo gauge transformations). The spatial metric must 

be determined from the operator for the inverse densitised metric 

 

                                                 ( )
( ) ( )xAxA

xgg
a

n

a

m

mn

δ

δ

δ

δ2
h−= .   (5.9) 

 

Furthermore, the spatial volume density is obtained from 

 

                                 ( ) ( )
( ) ( ) ( )xAxAxA

i
xExg

c

p

b

n

a

m

mnp

abc

δ

δ

δ

δ

δ

δ
εε

6

~
3

h
== .   (5.10) 

 

For the quantum constraints the replacement of the metric by connection variables leads to a 

Hamiltonian which is simpler than the original WDW Hamiltonian. Allowing for an extra factor of 

e  (and assuming ∞≠ ,0e ) the WDW equation becomes 

 

                                        ( )( )
( ) ( )

[ ] 0=Ψ A
xAxA

xAF
c

n

b

m

mna

abc

δ

δ

δ

δ
ε .   (5.11) 

 

There is at least one interesting solution if one allows for a non-vanishing cosmological constant Λ . 

Using an ordering opposite to the one above, and including a term gΛ  with the volume density 

(5.10), the WDW equation reads 

 

                       
( ) ( )

( )( )
( )

[ ] 0
6

=Ψ










 Λ
− Λ A

xA

i
xAF

xAxA
c

p

mnpmncb

n

a

m

abc
δ

δ
ε

δ

δ

δ

δ
ε

h
.   (5.12) 

 

This is solved by 
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                                               [ ] ( )








Λ
=Ψ ∫ΣΛ AxLd

i
A CS

3
exp

h
,   (5.13) 

 

with the Chern-Simons Lagrangian  AAiAdAALCS ∧∧+∧= . Thence, the eq. (5.12) can be also 

rewritten 

 

    ( )







∧∧+∧

Λ ∫Σ AAAiAdAxAd
i 3

exp
h ( ) ( )
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0
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−
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i
xAF

xAxA
c

p

mnpmncb

n

a

m

abc
δ

δ
ε

δ

δ

δ

δ
ε

h
. 

                                                                                                                          (5.13b) 

 

Loop Quantum Gravity makes use of wave functions which have singular support in the sense that 

they only probe the gauge connection on one-dimensional networks embedded in the three-

dimensional spatial hypersurface Σ . By definition, each network is a graph Γ  embedded in Σ  and 

consisting of finitely many edges Γ∈ie  and vertices Γ∈v . The edges are connected at the vertices. 

Each edge e  carries a holonomy [ ]Ahe
 of the gauge connection A . The wave function on the spin 

network over the graph Γ  can be written as 

 

                                                    [ ] [ ] [ ]( ),,...,
21, AhAhA eeψψ =ΨΓ    (5.14) 

 

where the ψ  is some function of the basic holonomies associated to the edges Γ∈e .  

The wave functionals (5.14) are called cylindrical, because they probe the connection A  only “on a 

set of measure zero”. With regard the definition of the space of spin network states, we introduce a 

suitable scalar product. In Loop Quantum Gravity this is the scalar product of two cylindrical 

functions { } { }[ ]ACj ,,ΓΨ  and { } { }[ ]ACj ',','ΓΨ  and it  is defined as 

 

             { } { } { } { } 0' ',',',, =ΨΨ ΓΓ CjCj                                                               if   'Γ≠Γ  

             { } { } { } { } { } { }( ) { } { } ( )∫∏
Γ∈

ΓΓΓΓ =ΨΨ
i

i

e

eCjeCjeCjCj hhdh ,...',...'
11 ',',',,',',',, ψψ    if   'Γ=Γ ,   (5.15) 

 

where the integrals ∫ edh  are to be performed with the ( )2SU  Haar measure. 

With regard the form of the quantum Hamiltonian one starts with the classical expression written in 

loop variables. Despite the simplifications brought about by the following equation 

 

      ( ) ( ) ( )222

0

23222
1

4

1

2

1~~
KKKeeReFEE ababababmnc

n

b

m

aabc −+−Η−=−







Π−ΠΠ−= γγγε ,   (5.16) 

 

the Hamiltonian constraint is: 

 

                         [ ] ( ) [ ]∫Σ 





+−=

b

n

a

mmnc

abcn

b

m

a KKFEE
E

xNdNH 23 1
2

1~~
~

det

1
γε .   (5.16b) 

 

In order to write the constraint in terms of only holonomies and fluxes, one has to eliminate the 

inverse square root as well as the extrinsic curvature factors. This can be done using the relations 

(5.2) – (5.4). Inserting these into the Hamiltonian constraint one obtains the expression 
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                  [ ] { } ( ){ }{ }{ }∫Σ 





+−= VAKAKAVAFTrxNdNH pnmpmn

mnp
,,,1

2

1
,

23 γε .   (5.17) 

 

 

6. On some equations concerning the dynamics of vector mode perturbations including   

quantum corrections based on Loop Quantum Gravity. [6] 

 

The perturbed densitized triad and Ashtekar connection around a spatially flat Friedmann-

Robertson-Walker (FRW) background are given by 

 

                              a

i

a

i

a

i EpE δδ += ,   ( )i

a

i

a

i

a

i

a

i

a

i

a KkKA γδδδγγ +Γ+=+Γ= ,   (6.1) 

 

where p  and kγ  are the background densitized triad and Ashtekar connection. In a canonical 

formulation, the Einstein-Hilbert action can be written equivalently using the Ashtekar connection 

and densitized triad as 

 

                             ( )∫ ∫Σ 







++Λ−= NCCNGALE

G
xddtS a

a

i

ii

at

a

iEH γπ8

13 ,   (6.2) 

 

where iΛ , a
N  and N  are Lagrange multipliers of the Gauss, diffeomorphism and Hamiltonian 

constraints. In triad variables, a Gauss constraint appears which generates internal gauge rotations 

of phase space functions because triads whose legs are rotated at a fixed point correspond to the 

same spatial metric. This constraint is given by 

 

                              ( ) ( )∫ ∫Σ Σ
+∂Λ=Λ=Λ a

k

j

a

k

ij

a

ia

i

i

i EAExd
G

GxdG ε
γπ

33

8

1
: .   (6.3) 

 

Using the perturbed form of basic variables (6.1), it can be reduced to 

 

                                       ( ) ( )∫Σ +Λ=Λ a

k

k

ia

j

a

a

ij

i
EkKpxd

G
G δεδε

π
3

8

1
.   (6.4) 

 

The diffeomorphism constraint generates gauge transformations corresponding to spatial coordinate 

transformations of phase space functions. Its general contribution from gravitational variables is 

given by 

                             [ ] [ ]∫ ∫Σ Σ
−== i

i

a

b

i

i

ab

a

a

aa

G GAEFxNd
G

CxNdND
33

8

1
:

γπ
,   (6.5) 

 

where the subscript “G” stands for “gravity” to separate the term from the matter contribution. 

Using the expression of the perturbed basic variables (6.1), one can reduce the diffeomorphism 

constraint to 

                                [ ] ( ) ( )[ ]∫Σ ∂−∂−= d

kd

k

c

k

ck

ca

G EkKpNxd
G

ND δδδδ
π

3

8

1
.   (6.6) 

 

In a canonical formulation, the Hamiltonian constraint generates “time evolution” of the spatial 

manifold for phase space functions satisfying the equations of motion. Its gravitational contribution 

in Ashtekar variables is (see also (5.16b)) 
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                     [ ] ( ) [ ]( )∫Σ +−= k

d

j

c

i

cd
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i

d

k

c

jG KKFEE
E

xNd
G

NH 23 12
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1

16

1
γε

π
.   (6.7) 

 

Using the general perturbed forms of basic variables and the expression of curvature 
k

b

j

ajk
ii

ab

i

ba

i

ab AAAAF ε+∂−∂=  , one can simplify (6.7). Up to quadratic terms is given by  
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2
23 ,   (6.8) 

 

with 0=Nδ  for vector modes.  

With regard the quantum corrected Hamiltonian constraint, this is given by 
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                                                                                                                                     (6.9), 

where ( )a

iEp δα ,  is the correct function, now also depends on triad perturbations. 

To study quantum gravity effects, we have introduced a quantum correction function ( )a

iEp δα ,  

which depends on phase space variables. Having a new expression for the Hamiltonian constraint, 

there could be an anomaly term of quantum origin in the constraint algebra. A non-trivial anomaly 

in the algebra could occur in the Poisson bracket between [ ]NH Q

G
 and [ ]a

G ND . This bracket turns 

out to be 
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











∂

∂
+

∂

∂
∂= ∫Σ

j

d

k

c

d

kc

j

c

j

a

G

Q

G E
ppE

pkNNpxd
G

NDNH δδδ
α

δ

α
δ

π 3

1
3

8

1
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With regard the quantum dynamics, there are also the holonomy corrections. Hence, it is possible 

write the following expression for the corrected Hamiltonian constraint 
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Further, a non-trivial anomaly in the algebra can occur between the Poisson bracket between 

[ ]NH Q

G  and [ ]a

G ND  
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7. On some equations concerning Matrix models as non-local hidden variables theories. 
[7] 

 

In this section we describe some equations that show that the matrix models which give non-

perturbative definitions of string and M theory, may be interpreted as non-local hidden variables 

theories in which the quantum observables are the eigenvalues of the matrices while their entries are 

the non-local hidden variables. 

We study a bosonic matrix model which is the bosonic part of the models used in string and M 

theory. The degrees of freedom are d NN ×  real symmetric matrices j

aiX , with da ,...,1=  and 

Nji ,...,1, = . The action is: 

                                           [ ][ ]][∫ += ba

baa XXXXXdtTrS ,,22 ωµ & .   (7.1) 

 

We choose the matrices aX  to be dimensionless. ω  is a frequency and µ  has dimensions of 
2lengthmass ⋅ . It is useful to split the matrices into diagonal and off-diagonal pieces, 

 

                                                              j

ai

j

ai

j

ai QDX +=    (7.2) 

 

where =aD  diagonal ( )a

N

a dd ,...,1
 is diagonal and j

aiQ  has no diagonal elements. Since the j

aiQ  are 

dimensionless we will expect them to scale like a power of 2/ µωT . We then write the action (7.1) 

as 

                                                        [ ]∫ ++= int
LLLdtS

Qd .   (7.3) 

 

The theory of the d ’s alone is free, 

                                                             ( )∑=
ai

a

i

d dL
2&µ ,   (7.4) 

 

while the theory of the Q ’s alone has the same quartic interaction 
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The interaction terms between the diagonal and off-diagonal elements are 

 

( ) ( ) ( )( ) ( ) [ ][ ]∑ −+−−−−−=
abij

i

jba

bj

i

a

j

a

i

i

bj

j

ai

b

j

b

i

a

j

a

i

j

bi

a

j

a

i QQQddQQddddQddL ,22
222int µω .   (7.6) 

 

Hence, the action (7.3) can be rewritten also as 
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We now derive the Schroedinger equation for the eigenvalues of the matrices. This is a three step 

process.  (i) Formulate the statistical variational principle for the matrix model. (ii) Make 

assumptions about the statistical ensemble. We assume that the model is in an S-ensemble, heat it to 

finite temperature T  and then study the large N  limit with NT /1≈ . (iii) Derive an effective 

statistical variational principle for the eigenvalues by averaging over the variational principle of the 

matrix elements and show that when ∞→N  this is equivalent to Schroedinger quantum theory for 

the eigenvalues. 

 

STEP 1. 

  

We begin by defining an S -ensemble for the matrix elements. That is, we begin with the variational 

principle 
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where ( )QdU ,  is the interaction term intL  given by (7.6). 

 

STEP 2. 

 

- The Q  system is in a distribution that is to leading order in N/1  statistically independent of 

the distribution of the eigenvalues. This means that to leading order the probability density 

factorizes     

                                            ( ) ( ) ( ) ( )NOQdQd Qd /1, += ρρρ .   (7.9) 

 

- The Q subsystem is in thermal equilibrium at a temperature T . So we have 
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where ( )QH  is the Hamiltonian corresponding to the Q  system alone 
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and 
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As a result of these assumptions our variational principle reads, 
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STEP 3. 

 

Now we want to derive an effective variational principle to describe the evolution of the probability 

distribution for the eigenvalues. We will do this by averaging the variational principle (7.13) over 
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the values of the matrix elements, and then extracting the leading behaviour for large N  and small 

T . We begin by inserting the factor unity in the form 

 

                                      ∫∏ ∑ 












+

−
−−=

ai j
a

j

a

i

a

ji

a

ija

i

a

i

a

i
dd

QQ
dd ...1 λδλ .   (7.14) 

 

Thus, we have, 
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We recall that in the theory of stochastic processes the limits which define time derivatives are 

taken after the averages over probability distributions, not before. So, we must write 
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Note that the last equation follows trivially, for smooth motion, but it will have non trivial 

consequences once we have averaged over the Q ’s because the result for large N  is to induce 

Brownian motion for the off diagonal elements and eigenvalues. Now we perform the integral over 

the d ’s. It is useful to write 
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has to be treated as a stochastic variable, taking into account its dependence on the Q ’s which are 

themselves fluctuating due to the assumption that they are in equilibrium in a potential. We then 

have, to leading order in N/1 , 
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where to leading order, the kinetic energy terms for the d ’s have become, 
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We now are ready to integrate over the Q ’s. The key point is that the dependence of the λ ’s on the 

Q ’s through a sum of a large number of independent terms, ∑
−j a

j

a

i

a

ji

a

ij

dd

QQ
, as well as the coupling of 

the λ ’s with the Q ’s coming from the terms in ( )QU ,λ  turns the λ ’s into stochastic variables, 

described by a stochastic differential equation of the form 
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with 
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Here the brackets mean 
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We note that we can use the value of λν  described from the following equation 
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We have, from the Focker-Planck equations that the current velocity is 

 

                                                       ( ) ( )a

i

a

i

a

i bbv ∗+=
2

1
λ    (7.26) 

 

while the osmotic velocity is 
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From these we can derive 
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where C  is the infinite constant defined in the following equation 
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To go further we need to define the effective Hamilton-Jacobi function for the eigenvalues. We 

define 
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We now show that, to leading order in N/1 , 
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Consider the probability conservation law that follows from the statistical variational principle that 

defines the dynamics of our matrix models, eq. (7.8). 
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But using (7.9) and (7.10) we have that 
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We also have, by the same assumptions, since a thermal distribution is stationary and has no current 

velocity, 
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Thus, we have, integrating over the Q ’s, 

 

                     ( ) ( ) ( ) ( ) ( )NOQdSQdQ
d

d
d

d Q

ai

d

ai

d /1,
1

+







−= ∫ ρ

δ

δ
ρ

δ

δ

µ
ρ& .   (7.35) 

 

To leading order we can replace everywhere the dependence on aid  with dependence on aiλ , since 

the terms by which they differ are also higher order in N/1 . Thus we have 
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But by (7.26) we must have 
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This establishes eq. (7.31). With this result we have the key relation that, 
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and  
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We can estimate that ( ) 24/1 µωNNTNEQ ≈−=  so this is a divergent constant in the limit. The 

result is  
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where, the effective Hamiltonian for the eigenvalues is 
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where CNEE QQ µ+='  contains both infinite constants. The resulting equations of motion are 
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and the current conservation equation 
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The so-called “quantum potential” is given by 

 

        
( ) ( )

( )
( )λρ

λρ
µνρρ

ρδλ

λρδ
µν λ

λ

λλλ

λ

λ
λ

22

2

2 1
ln

1ln
∇−=













∂∂+







= ai

aia

i

quantumU .   (7.45) 

 

These we recognize as the real and imaginary parts of Schroedinger equation, when we write 
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with                                               
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So, finally, we have in the limit ∞→N , 
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Finally, we can show that the conserved energy of the original theory splits into two pieces, 
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Since '

QE  is an infinite constant the result is that ΨH , which is the quantum mechanical energy, is 

conserved as ∞→N . We can then renormalize the wave-functional so that 
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Finally, we note that as Nd /12 ≈Ω  the eigenvalues become free in the limit ∞→N . Thus, when 

∞→N  the probabilities evolve according to the free Schroedinger equation 
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Furthermore, from eqs. (7.43) and (7.50) we can also write eq. (7.49) as: 
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8. On some equations concerning the quantum supergravity and the role of a “free” 
vacuum in loop quantum gravity. [8] 

 

Now we will consider mainly 1=N  supergravity. This can be formulated in chiral variables which 

extend the Ashtekar-Sen variables of general relativity. In this formulation, the canonical variables 

are the left handed ( )2su  spin connection i

aA  and its super-partner spin-3/2 field A

aψ . These fit 
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together into a connection field of the super-Lie algebra ( )21Osp . We thus define the graded 

connection:   
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where a  is the spatial index. If a
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aψ  respectively, we can define 

the graded momentum as: 
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The constraints that generate local gauge transformations can then be expressed as  
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The left and right handed supersymmetry transformations are generated by, 
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where the cosmological constant is given by 2g−=Λ . The diffeomorphism and Hamiltonian 

constraints can be derived by taking the Poisson brackets of (8.4) and (8.5). These may be written 

simply in terms of the fundamental representation of ( )21Osp , which is 3 dimensional. The super-

Lie algebra ( )21Osp  is then generated by five 33×  matrices )5...1( =IGI . Using them we can 

define 
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where ( )AiI ,=  labels the five generators of ( )21Osp . Then the first two constraints can be 

combined into one ( )21Osp  Gauss constraint:  
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IaD ξ    (8.8) 

 

while the last one combines with the Hamiltonian constraint to give: 
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where 
abF  is the curvature of the super connection 

aΑ : 

 

                                                      [ ]babaab dF ΑΑ+Α= ,: .   (8.10) 

 

The loop representation for supergravity in the chiral representation can be constructed in terms of 

( )21Osp  Wilson loops. These are defined in terms of the super-trace taken in the fundamental 3 

dimensional representation of ( )21Osp . 

 

                                        [ ] ( ) ( )Α≡Α=Τ ∫ γγ
γγ StrUdsStrP a

aexp .   (8.11) 



 29 

 

These Wilson loop states are subject to additional relations arising from intersections of loops. 

These are solved completely by the introduction of the spin network basis, which are complete and 

orthogonal. We can construct the loop-momentum variables by inserting the ( )21Osp  invariant 

momentum aξ  into the Wilson loops: 
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It is straightforward to show that the [ ]γΤ  and [ ]( )sa αΤ  form a closed algebra under Poisson 

brackets, which we will call the 1=N  super-loop algebra. We will also need to describe operators 

quadratic in the conjugate momenta, which in the loop representation are formed by inserting two 

momenta in the loop trace, 
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The higher order loop operators are similarly defined as 
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The supersymmetric extension of the Chern-Simons state may be formed from the Chern-Simons 

form of the superconnection 
aΑ , 
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This state is an exact solution to all the quantum constraints. Like the ordinary Chern-Simons state 

it also has a semiclassical interpretation as the ground state associated with DeSitter or Anti-

DeSitter spacetime. 

Now, we want to describe some equations concerning the role of a “free” vacuum in Loop Quantum 

Gravity. 

The classical Ashtekar-Barbero variables are obtained by the transformation 
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where β  is the Immirzi parameter and [ ]E
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aΓ  denotes the spin connection as a function of E : 
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Here, we take β  to be real. The transformation leads to the following Poisson brackets  
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or in terms of Fourier modes 
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The linearization of (8.16) induces a canonical transformation on the reduced variables: 
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One may check that ab

redA  is again symmetric, transverse and of constant trace. In the quantum 
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Up to an A -dependent phase (which we choose to be zero), eigenstates of Â  have the form 
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Within the quantum theory, the canonical transformation (8.20) is implemented by a unitary map 
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We see from (8.22) that the required factor is 

 

                                                    
[ ] ( ) ( )









= ∑ ∗

k

eif
kekke

i
e 21

/ 2
exp:

κβh

h
. 

 

The transformed vacuum reads  
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In terms of reduced Fourier components, it takes the form  
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By doing a Gaussian integration, we can transform (8.24) to the A -representation: 
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Hence, the canonically transformed and regularized vacuum becomes  
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In the regularized scheme, we consider the position space field ( )xered

ab  as a function 
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of the Fourier modes ( )kered

ab . Hence, we can write the state functional also as 
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where the kernel ΛW  is defined by 
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V
yxW ω

1
, .   (8.30) 

 

Now, we simplify the state (8.29) by dropping the β -dependent phase factor: 
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Furthermore, we extend the functional (8.31) to the full configuration space. The most simple 

possibility would be to use the projection map 
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and define the extended state by the pull-back, i.e. 
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Now, we could drop the projectors in (8.33) and define the state as 
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We replace the triad fluctuations ( )xeab  in (8.34) by the fluctuation of the densitized inverse metric 

( )xg ab~ : 
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.   (8.35) 

 

The triad fields are 1-densitites, so ( )xg ab~  has density weight 2. Since a

iE  contains only modes up 

to Λ=k , we can write ( )xg ab~  also in a smeared form 
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where the smearing is done with the regularized delta function 
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The new state extΨ  is defined as 
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                                       ( ) ( ) ( )( )]∫ −−× Λ
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i yEyyyEyd δδ '''3 .   (8.38) 

 

This state is almost gauge-invariant, but not completely, due to the smearing at the cutoff scale. 

By a Gaussian integration, we transform the state (8.38) to the A -representation: 
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Using that 
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is the delta functional on the connection, and that the operator |ˆ a

iE  acts like 
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i
i

a∂

∂
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κβ
h , 

 

we can write the entire expression (8.39) as 
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where 
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This form of the state is similar to Thiemann’s general complexifier form for coherent states. 

 

Now, we have the following action 
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and the delta functional 
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With the action (8.42) and the replacement of the delta functional by (8.43), we obtain the state 
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Now we make the transition from (8.44) to a gauge-invariant state in 0Η . Gauge-averaging simply 

yields 
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where the sum ranges over all gauge-invariant spin networks S  on ∗
ΛΤ . We introduce the coefficient 
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and write this more compactly as 

                                                        ( )∑
∗
ΛΤ⊂

∗ΨΝ=Ψ
S

SS00 .   (8.47) 

 

One can think of ( )S0Ψ  as the wave-function of 0Ψ  in the S -representation.  

From the equation (8.45), including a phase factor, if we were using a hypercubic lattice, we would 

simply get the following wave-function: 

 

                                ( ) ( ) ( ) ( ) ( )


−−=Ψ ∫ ∫ Λ yhxhyxyWdxdSS

ab

S

ab

S

~~

4

1
exp0

33

0
κh
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v
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With regard the graviton states, we take the Schrodinger representation of linearized extended ADM 

gravity. For 0≠k , we define creation and annihilation operators such that 

 

                                                        ( ) ( )[ ] .', ',

|

kkijji kaka δδ=    (8.49) 

 

With regard the one-graviton state with polarization i  and momentum k , we can write this also 

with tensors: 
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The canonical transformation to Ashtekar-Barbero variables adds the phase factor 
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Next we extend the functional from the reduced to the full configuration space. This gives us 
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We replace ( )xela
 by  ( )( )lala xg δ−Λ

~

2

1
  and arrive at 
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We bring this into the complexifier form, make the transition to Η and finally apply the gauge 

projector. The result is the state 
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in the gauge-invariant Hilbert space 
0Η  (here 

tp  is the phase term). We define an associated wave-

function 

           ( ) ( ) ( ) ( ) ( ) ( ) 





+−−×=Ψ ∫ ∫ Λ

∗
t

ab

S

la

S

la

iki pyhyxyWdxdkhk
k

SS
~

4

1
exp

~
0: 33

, κ
ε

κ hh
,   (8.55) 

 

and write the state as 
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In the same way, we construct multiply excited states. Denote the polarizations and momenta of the 

gravitons by NN kiki ,;...;, 11 . Then, the N-graviton state in 0Η  becomes 
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where  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 





+−−×










=Ψ ∫ ∫∏ Λ

∗

=

t

ab

S

ab

Sn

la

S

N

n

n

la

i
n

kiki pyhxhyxyWdxdkhk
k

SS
nNN

~~

4

1
exp

~
0: 33

1

,;...;, 11 κ
ε

κ hh
. 
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The normalization factor 
NN kiki ,;...;, 11

Ν  depends on the excitation number of each mode. 

The basic idea of this approach is to start from the free Fock vacuum of linearized gravity and 

construct from it a state 0Ψ  that could play the role of the “free” vacuum in loop quantum gravity. 

The state we get is a superposition 

                                                           ( )∑
∗
ΛΤ⊂

∗ΨΝ=Ψ
S

SS00 .   (8.59) 

 

The sum ranges over all spin networks S  whose graph lies on the dual complex ∗
ΛΤ  of the 

triangulation. The coefficients ( )S0Ψ  are given by 
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9. On some equations concerning the unifying role of equivariant cohomology in the 
Topological Field Theories. [9] 

 

Now, we describe the Yang-Mills equations and action. Let TΣ  be a spacetime of dimension n , 

µνG  a metric on it. TP Σ→  a principal G  bundle. Let ( )PΑ  be the space of all connections on P . 

This space is infinite-dimensional, and is the space of gauge fields in nonabelian gauge theory. We 

would like to write an action on ( )PΑ  which is gauge invariant. 

To get an action consider F∗ . This is an ( )−− 2n form with values in the Lie algebra. Let “Tr” be 

an invariant form on the Lie algebra – for example the ordinary trace in the fundamental 

representation for ( )NSU . The gauge-invariant action is 
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The equations of motion and Bianchi identities are: 

 

           [ ] 0, =+= FAdFFDA    Bianchi identity      0=∗ FDA    Equations of motion.   (9.2) 

 

In local coordinates (9.2) is: 

 

                                                    [ ] 0=νλµ FD       0=µν
µ FD .   (9.3) 

 

Consider quantizing the theory on a cylinder with periodic spatial coordinate x  of period L . With 

the gauge choice 00 =A , we may characterize the Hilbert space as follows. The constraint obtained 

from varying 0A  in the Yang-Mills action (9.1) is 

 

                                                                 0101 =FD .   (9.4) 

 

In canonical quantization we must impose the constraint (9.4) on wavefunctions ( )[ ]xAa

1Ψ . Let aT  

be an orthonormal (ON) basis of g , with structure constants [ ] c

c

abba TfTT =, . Then the Gauss law 

constraint becomes: 
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which is solved by wavefunctionals of the form: 
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Demanding invariance under x -independent gauge transformations shows that Ψ  only depends on 

the conjugacy class of  ∫=
L

dxAPU
0

1exp .  Hence, we conclude that: the Hilbert space of states is 

the space of 2L -class functions on G . The inner product will be 
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where dU  is the Haar measure normalized to give volume one. 

A form ( ) ( )RDS
VgWU Ω⊗∈  will be called a universal Thom form (in the Weil model) if it 

satisfies: (i) U  is basic; (ii) 0=QU , where ddQ W += ; (iii) ∫ =
V
U 1 . 

In order to write a manifestly closed expression for U  we enlarge the equivariant cohomology 

complex to: 

                                              ( ) ( ) ( )∗•• ΠΩ⊗Ω⊗ VVgW
S

   (9.7) 

 

and consider the following differential 
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Wd  is the Weil differential, while δ  is the de Rham differential in ∗ΠV . Explicitly: 
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The grading, or ghost numbers of ρ  and π  are  – l  and  0, respectively. Consider the “gauge 

fermion” 

                    ( ) ( ) ( ) ( ) ( )∗•• ΠΩ⊗Ω⊗∈−+−=Ψ ∗∗ VVgWxi
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which in orthonormal coordinates reads: 
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Expanding the action and doing the Gaussian integral on π  leads to the third representation: 
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The advantage of this representation is that  
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which follows from the simple observation that 
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and hence ( )∫ = 0...δ   by properties of the Berezin integral over ρ . Since the integrand is 
WQ -

closed, it immediately follows from (9.12) that U  is closed in ( ) ( )VgW
S

•Ω⊗ . Thus, we have 

finally proven that U  satisfies criteria (i), (ii) and (iii) and hence U  is a universal Thom form. 

A universal Thom form ( ) ( )( )G
sC VgSU Ω⊗∈
∗

 can also be constructed in the Cartan model of 

equivariant cohomology. tCU ,  is obtained by a differential on the complex 
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We then may take the much simpler gauge fermion: 
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                                                                                                                        (9.15) 

 

It is important that we note that the Cartan model is used in topological gauge theories and string 

theories. 

One application of the nonabelian localization theorem is a formula for the partition function of 

2YM . The key observation is that we can write the 2YM  partition function as 
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where ε  is related to the gauge coupling by  

 

                                                                επ 22 2=e    (9.17) 

 

and ψµ dAd=Α
ˆ  is the usual superspace measure. (9.16) coincides with the partition function of the 

theory because the integral over ψ  is just such as to give the symplectic volume element on Α : 
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The remaining action then coincides with the following equation 
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2
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(9.16) is a special case of integration of equivariant differential forms for ( )ΑΩG
. 

The Supersymmetric Quantum Mechanics (SQM) is an example of a topological field theory. 

Let X be a Riemannian manifold with metric µνG . The degrees of freedom of supersymmetric 

quantum mechanics on X , ( )XSQM , consist of a coordinate ( )tµφ  on X  and fermionic 

coordinates ( )tµΨ  and ( )tµΨ , which together may be thought of as components of a superfield: 

 

                                              µµµµµ θθθθφ F+Ψ+Ψ+=Φ .   (9.19) 

 

Here µF  is an auxiliary field. The action of ( )XSQM  is given by: 
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and W  is a real-valued function on X . 

The theory is supersymmetric and has a standard superspace construction. If we make the field 

redefinition 
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the usual supersymmetry transformations take the simple form: 
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Evidently 02 =Q . SQM provides a simple example of a topological field theory. The nilpotent 

fermionic symmetry Q  can be interpreted as a BRST
1
 operator. Moreover, (9.20), is derived from a 

Q -exact action: 
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After integrating out µF , to get 

 

                                                
1
 We remember that the BRST invariance, is a nilpotent symmetry of Faddeev-Popov gauge-fixed theories, which 

encodes the information container in the original gauge symmetry. Furthermore, we remember that the Faddeev-Popov 

determinant, is the Jacobian determinant arising from the reduction of a gauge-invariant functional integral to an 

integral over a gauge slice. While, the Faddeev-Popov ghosts are the wrong-statistics quantum fields used to give a 

functional integral representation of the Faddeev-Popov determinant. 
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we recover (9.20). Topological invariance implies that the partition function 

 

                                                             ∫
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SQM eZ    (9.26) 

 

is a topological invariant, i.e. independent of any einbein one puts on the one-dimensional space, 

and, if X  is compact, is independent of W . 

We will apply the MQ formalism to the bundle  TE = LX . The Riemannian geometry of LX  is 

almost identical to that of X , with some extra delta functions entering expressions when written in 

terms of local coordinates. The Levi-Civita connection, ∇ , on LX  is just the pullback connection 

from X . It acts on a vector field 
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where 
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






∂

∂

tµφ
 and ( ){ }td

µφ
~

 are to be viewed as bases of T LX  and LXT ∗ , respectively. 

Having specified our connection we choose a section of E  to be: 
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An easy calculation shows that 
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Identifying coordinates for the dual bundle ∗ΠE  as ( )tµρ Ψ→ , we see that s∇,ρ  corresponds to 

fermion bilinear terms in (9.20). Thus the SQM action (9.20) coincides exactly with the MQ 

formula. Moreover, the expression (9.24) for the action coincides with the gauge fermion (9.10). 

The differential is: 
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The index of the Dirac operator is obtained by reducing the supersymmetry to 
2

1
=N , by imposing 

the condition 

                                                                 µµµ Ψ=Ψ=Ψ −
−+

~
2 2/1 . 

 

From the Bianchi identity it follows that the curvature term in I  disappears, leaving 
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There is one remaining supersymmetry and the supercharge Q  for this model is related to the Dirac 

operator, Di , on the target space. Evaluating the path integral of this theory one finds 
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where ( )MÂ  is the A-roof genus 
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Hence, the eq. (9.29) can be rewritten also 
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Here ax  label the eigenvalues of the skew-diagonalized form abR
π2

1
 and ( )Mpi  are the Pontryagin 

classes. Taking the tensor product of the Dirac complex with a vector bundle, E , one obtains the 

twisted Dirac complex, whose index may be computed from the following SQM action 
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where µA  is the connection on the associated bundle (viewed here as an external gauge field) and 

the iC  form a Clifford algebra in the representation of G  generated by a

ijT .  

Evaluating the partition function, one finds 

 

                                                 ind ( ) ( )∫ ∧=
M

A MAFchi ˆD    (9.31) 

 

where ( )Fch  is the Chern character 
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and the ( )Fc1  are the Chern classes of F . Hence the eq. (9.31) can be rewritten 
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The Cartan representation of the MQ form in (9.15) becomes: 
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Integrating out H  gives 
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yielding the Lagrangian: 
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We now apply to the present case the following form  
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Here, |
C  is a one-form with values in the Lie algebra ( )GLie . From the following expression 
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we see that it may be identified with 
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and hence 
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Combining the actions for projection and localization we recover Witten’s celebrated Lagrangian 

for Donaldson theory 
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In the paper “Two Dimensional Gauge Theories Revisited” (Witten, 1992), Witten shows that the 

cohomological theory with the following gauge fermion 

 

                                                     ∫ ∫=∗= fDTrtDfTrt α
αψµψλ  

 

is equivalent to a theory with gauge fermion 
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.   (9.41) 

 

He then shows that the theory with gauge fermion (9.41) is equivalent to 2=D  Donaldson theory 

with the standard gauge fermion (9.38) + (9.33), up to terms of order ( )2
/ tece−Ο≈  for +→ 0t . The 

difference comes about because the second term in (9.41) introduces new Q -fixed points. 

The result is that the generator of intersection numbers on the moduli space of flat connections is 

related to the physical partition function by 
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where NΜ  is the moduli space of flat connections on Σ  for ( )NSUG = . 

 

  

                                   10. On some possible mathematical connections. [10] [11] 

 

Now, in this Section, we describe the various possible and interesting mathematical connections 

that we have obtained, principally with the Hartle-Hawking wave-function but also with some 

sectors of Number Theory (Riemann zeta function and Ramanujan’s modular equations) and with 

the fundamental equation of Palumbo-Nardelli model. 

 

We remember that the corresponding real Einstein-Hilbert action of the two minisuperspace models 

of de Sitter type, with D = 4 and D = 3 space-time dimensions, is: 
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With regard the de Sitter model in D = 3 dimensions, the p-adic Hartle-Hawking wave function is 
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while, with regard the de Sitter model in D = 4 dimensions, it is possible to obtain the p-adic Hartle-

Hawking  wave function by the following equations: 
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Now, we recall that Ramanujan have shown that the definite integral 
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can be evaluated in finite terms if w  is any rational multiple of i . Furthermore, this integral can be 

evaluated not only for these values but also for many other values of t  and w . Now we have 
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here 'w  stands for w/1 . It follows that 
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Now, it is possible to obtain the π  value utilizing the following expression 
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With regard the number 24, from the following Ramanujan’s modular equation 
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for the eq. (10.6), we have that 
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When a string moves in space-time by splitting and recombining, a large number of mathematical 

identities must be satisfied. These are the identities of Ramanujan’s modular function (Ramanujan’ 

modular equations). 

The Ramanujan function, has 24 “modes” that correspond to the physical vibrations of a bosonic 

string. When the Ramanujan function is generalized, 24 is replaced by 8 (8 + 2 = 10), hence, has 8 

“modes” that correspond to the physical vibrations of a superstring. 

With regard the fundamental equation of Palumbo-Nardelli model, we have that: 
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Hence, the following connections with the equations (10.3), (10.4), (10.7) and (10.8): 
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With regard the Section 1,  if we take the eqs. (1.16) and (1.19), we note that are possible the 

following connections: 
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(Note that 2424576 ×=   and  242421152 ××= ) 
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With regard the eq. (1.13b), we have the following connection with some expressions concerning 

the Riemann zeta function: 
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With regard the Section 2, for the eq. (2.1), we have the following connection with the eqs. (10.3), 

(10.7) and (10.8): 
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while, for the eq. (2.11), we have the following connection with the eq. (1.2) and the solutions (1.5) 

of the Section 1: 

 

                                   ( ) ( ) ⇒=







+

∂

∂
−

∂

∂ −
0,,

2

1 22

2

2

2

2

βφψβφλ
βφλ

φ
�� eVs

s

  

                       ( ) ( ) ( ) ⇒=





−++∂−∂+∂−∂⇒ 0,1

2
4

22

CCCCxyyx yxyx
i

CCCC
ψβαβα

θ
 

                        ( ) ∫=⇒ dNyx CCNB

'''' ,θψ ( )








−−+
+−

− 22
32''2''

624

1
exp

8

1
βα

π

N

N

yx

N

CC  

    ( ) ( ) ( ) ( )''''''''''''22
2

'''' ,
16

exp
16

exp
32

2 CCNBCCCCCC yxyx
i

yx
i

yxN ψ
θα

αβ
θ

βα
θ

βα 





+=





+×


















−+−−− . 

                                                                                                                       (10.13b) 

 

With regard the Section 3, for the eq. (3.17), we have the following connection with the eq. (1.2): 
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For the eq. (3.26), we have the following connection with the eqs. (10.3), (10.7) and with the 

fundamental equation of Palumbo-Nardelli model (10.8): 
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With regard the Section 4, the eq. (4.20) can be connected with the eqs. (10.3), (10.7) and (10.8), 

obtaining: 
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The eq. (4.33), can be connected with the (10.8), obtaining: 
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With regard the Section 5, the eq. (5.12) can be connected with the eq. (1.2), obtaining: 
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The eq. (5.13), can be connected with the eq. (10.2), obtaining: 
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With regard the Section 6,  for the eq. (6.2), we have the following possible connection with the eq. 

(10.2): 
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With regard the Section 7, the eq. (7.53) can be connected with the eqs. (10.3), (10.7) and (10.8) 

obtaining: 
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With regard the Section 8, the eqs. (8.15), (8.31), (8.38), (8.40), (8.46), (8.48), (8.58) and (8.60), 

can be connected with the eq. (10.2). Hence, we obtain, for example: 
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In conclusion, with regard the Section 9, the eqs. (9.30) and (9.30b) can be related with the eqs. 

(10.7) and (10.8), obtaining the following connections: 
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While, the eqs. (9.33)-(9.34), (9.38)-(9.39) and (9.40), can be connected with the eqs. (10.3), (10.7) 

and (10.8), obtaining the following interesting connections: 
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