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Abstract

Information quality is a concept that can be used to measure the information

of probability distribution. Dempster-Shafer evidence theory can describe un-

certain information more reasonably than probability theory. Therefore, it is

a research hot spot to propose information quality applicable to evidence the-

ory. Recently, Deng proposed the concept of information volume based on

Deng entropy. It is worth noting that, compared with the Deng entropy, the

information volume of the Deng entropy contains more information. Obvious-

ly, it may be more reasonable to use information volume of Deng entropy to

represent uncertain information. Therefore, this article proposes a new infor-

mation quality, which is based on the information volume of Deng entropy.

In addition, when the basic probability (BPA) degenerates into a probability

distribution, the proposed information quality is consistent with the informa-

tion quality proposed by Ygare and Petry. Finally, several numerical examples

illustrate the effectiveness of this new method.
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1. Introduction

In recent decades, people have developed a large number of theories to

express and deal with uncertainties in uncertain environments, such as prob-

ability theory [1], fuzzy set theory [2], Dempster-Shafer evidence theory [3, 4],

rough set [5], D number [6]. As a measure of the uncertainty of probabili-

ty distribution, information quality [7] is widely used in decision-making [8],

pattern recognition [9] and so on. Due to Dempster-Shafer evidence theory ex-

presses uncertain information better than probability theory, so it is necessary

to propose an information quality suitable for evidence theory.

Recently, Deng proposed a concept of information volume of mass func-

tion [10] based on Deng entropy [11]. First, by defining a new distribution,

called Deng distribution, the BPA is reconstructed through the Deng distribu-

tion. When a BPA is given, the corresponding information is greater than the

uncertainty of Deng Entropy. Obviously, the amount of information volume of

mass function can better represent uncertain information. Therefore, this paper

proposes an information quality based on the information volume. When BPA

degenerates into a probability distribution, the information quality proposed

in this paper will degenerate into information quality proposed by Ygare and

Petry.

The rest of the article is organized as follows. In the second section, Dempster-

Shafer evidence theory, Deng entropy, information volume of mass function

and information quality are introduced. In the third section, a new informa-

tion quality based on information volume that can measure the uncertainty of

BPA is proposed. In the fourth section, some numerical examples are used to

illustrate the effectiveness of the method. The fifth section is a brief conclusion.
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2. Preliminary

This section will introduce some preliminary knowledge, including evi-

dence theory, Deng entropy, Information volume of mass function and infor-

mation quality.

2.1. Evidence theory

Dempster-Shafer evidence theory [3, 4] can be used to deal with uncertainty,

and the ability to express uncertain information better than probability theory.

Definition 1. Assuming the frame of discernment is Θ, and the set Θ have N ele-

ments. Then it can be expressed as:

Θ = {H1, · · · , Hn, · · · , HN} (1)

The power of Θ is expressed as 2Θ, contains all possible subsets of Θ, and 2Θ is

expressed as:

2Θ = {A1, A2, · · · , A2N}

= {ϕ, {θ1}, {θ2}, · · · , {θN}, {θ1, θ2}, · · · , {θ1, θN}, · · · , Θ}
(2)

Definition 2. The basic probability assignment is defined as follows:

m(ϕ) = 0 and ∑
A⊆Θ

m(A) = 1 (3)

The mass m(A) indicates the degree of support for evidence A.

2.2. Deng entropy

In information theory, entropy can be used to measure the uncertainty of

the system. In recent years, Deng has proposed a new entropy to measure the

uncertainty of evidence theory-Deng entropy [11].

Definition 3. Deng entropy is defined as follows:

HDE(m) = − ∑
A∈2Θ

m(A)log2(
m(A)

2|A| − 1
) (4)
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where |A| is the cardinal of a certain focal element A. Deng entropy can be

rewritten as follows:

HD = ∑
A∈Θ

m(A)log2(2|A| − 1)− ∑
A∈Θ

m(A)log2m(A) (5)

∑A∈Θ m(A)log2(2|A|− 1) and −∑A∈Θ m(A)log2m(A) are measurements of

non-specific and discord, respectively.

2.3. Infromation volume of mass function

Recently, Deng proposed the concept of information volume [12, 13]. First,

he defined the BPA condition of maximum Deng entropy as Deng distribu-

tion. Then, the information volume of mass function based on Deng entropy is

proposed.

step 1: Input mass function m(A0)

step 2: Continuously separate the mass function of the element whose cardinal

is larger than 1 until convergence. Concretely, repeat the loop from step

2-1 to step 2-3 until Deng entropy is convergent.

step 2-1: Focus on the element whose cardinal is larger than 1, namely,

|Ai| > 1. And then, separate its mass function based on the

proportion of Deng distribution:

mD(Ai) =
(2|Ai | − 1)

∑A∈2Θ(2|Ai | − 1)
(6)

For example, given a focal element Ai−1 = {θx, θy} and its

mass function m(Ai−1), the separating proportion is 1
5 : 1

5 : 3
5 .

The ith times of separation divides m(Ai−1) and yields fol-

lowing new mass function: m(Xi), m(Yi), m(Zi), where Xi =

{θx}, yi = {θy}, Zi = {θx, θy}. In addition, they satisfy these

equations:

m(Xi) + m(Yi) + m(Zi) = m(Ai−1) (7)
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m(Xi) : m(Yi) : m(Zi) =
1
5

:
1
5

:
3
5

(8)

step 2-2: Based on the Deng entropy, calculate the uncertainty of all the

mass functions except for those who have been divided. The

result is denoted as Hi(m).

step 2-3: Calculate ∆ = Hi(m)− Hi−1(m). When ∆i satisfies following

condition, jump out this loop.

∆ = Hi(m)− Hi−1(m) < varepsilon (9)

where ∆ is the allowable error.

step 3: Output HIV−mass(m) = Hi(m), which is the information volume of the

mass function.

2.4. Information quality

As a measure of uncertainty of probability distribution, The information

quality [7] has been applied to decision making [14] pattern classification and

maximum fusion [15] etc [16].

Definition 4. Given a probability distribution, the information quality is defined as

follows [7]:

IQpi = ∥pi∥2 =
n

∑
j=1

∥pij∥2 (10)

Where

∥pi∥ =
√
(pi ∗ pi) = (

n

∑
j=1

∥pij∥2)
1/2

(11)

The bigger the value of information quality, the more certain information

provided by the probability distribution.
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3. The information quality of information volume

In Dempster Shafer evidence theory, how to measure the information qual-

ity of evidence is still an open question. Obviously, Dempster Shafer evidence

theory is a generalization of probability theory. Therefore, the above informa-

tion quality can be generalized to evidence theory, propose a new information

quality based on information volume, named information quality of informa-

tion volume (IV-IQ) which is designed for the mass function.

Definition 5. Given a basic probability assignment m, the frame of discernment is X.

The information quality of information volume is defined as follows:

IV − IQ(m) = ∑
Ai⊆X

(
m̂(Ai)

2|Ai | − 1
)2 (12)

where m̂ is the information volume of m in the case of the limit value ∆, and |Ai|

is the cardinal of a certain focal element Ai.

4. Numerical examples

In this section, the information quality of information volume is better ex-

plained by examples. In the following example, the allowable error is 0.001.

Example 1. Assuming a framework of discernment X = {A, B, C}, the BPA is given

as follows:

m = [(A,
1
3
), (B,

1
3
)(C,

1
3
)]

Because there is no focal element whose cardinal is larger than 1, the step

2-1 can be skipped for all the times of the loop. the information volume of m is

expressed as follows:

m̂ = [(A,
1
3
), (B,

1
3
)(C,

1
3
)]

IV − IQ = (
1
3
)2 + (

1
3
)2 + (

1
3
)2 = 0.3333
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From Example 1, it can be seen that when the BPA degenerates into a probabili-

ty distribution, the values of IV − IQ(m) is identical to the information quality

proposed by Yager and Petry.

Example 2. Assuming a framework of discernment X = {A, B, C}, the BPA is given

as follows:

m = [(A,
1
7
), (B,

1
7
)(C,

1
7
)(AB,

1
7
)(AC,

1
7
)(BC,

1
7
)(ABC,

1
7
)]

Through section 2.3., we can get the information volume of m and HIV−mass(m)

Finally, through Equation 12, the calculation results are as follows:

IV − IQ = 0.0693, HIV−mass(m) = 5.199486

Example 3. Assuming a framework of discernment X = {A, B, C}, the BPA is given

as follows:

m = [(A,
1
19

), (B,
1
19

)(C,
1
19

)(AB,
3
19

)(AC,
3
19

)(BC,
3
19

)(ABC,
7
19

)]

Through section 2.3., we can get the information volume of m and HIV−mass(m).

Finally, through Equation 12, the calculation results are as follows:

IV − IQ = 0.0204, HIV−mass(m) = 6.469009

It should be noted that the IV − IQ in Example 2 is 0.0693 and the IV − IQ

in Example 3 is 0.0204, which means the mass function of Example 2 has more

information than the value of Example 3. This is consistent with the result of

comparing HIV−mass(m).

Example 4. Assuming a framework of discernment X = {A, B, C}, the BPA is given

as follows:

m = [(ABC, 1)]
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Through section 2.3., we can get the information volume of m. Finally,

through Equation 12, the calculation result is as follows:

IV − IQ = 0.0204

The example shows that Deng distribution and total uncertainty have the

same information quality. This is consistent with the results of the information

volume of mass function, and also with intuition.

5. Conclusion

In this paper, in order to propose an information quality applicable to ev-

idence theory. This paper fully considers the non-specific characteristics of

Deng entropy, and uses the BPA obtained by the information volume of mass

function. This paper presents an information quality based on the information

volume of mass function. This method is compatible with information quality

proposed by Yager and Petry. Several numerical examples illustrate the effec-

tiveness of this method.
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