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#### Abstract

This paper proposes a new method of measuring the distance between conflicting order sets, quantifying the similarity between focal elements and their own size. This method can effectively measure the conflict of belief functions on an ordered set without saturation due to the non-overlapping focus elements. It has proven that the method satisfies the property of the distance. Examples of the engineering budget and sensors show that the distance can effectively measure the conflict between ordered sets, and prove the distance we propose to reflect the information of order sets more comprehensively by comparison with existing methods, and the conflict metric between ordered sets is more robust and accurate.
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## 1. Introduction

Dempster-Shafer theory, also known as belief function theory, was first proposed by Demster[1] and later improved by Shafer[2] because it can handle information fusion problem well, and is widely used in decision-making $[3,4,5$,

[^0]$6,7,8]$, information fusion $[9,10,11,4,12,13,14,15]$ and uncertain information processing[16, 17, 18, 19, 20, 21]. However, when given that the evidence is highly conflicting with each other, the results of using the Demster combination rule are counterintuitive, as in the case of Zadeh[22]. In recent years, a number of ways have been proposed to solve this problem[23, 24, 25, 26]. One of the most widely used methods is the distance of evidence[27, 28, 29].

In the Deepster-Shafer domain, which uses traditionally similar functions, however, the basic assumption of Jousselme distance and other distances is that the measurement space for building BPA is "exclusive and exhaustive"[1]. Therefore, the only difference between focus elements is their concurrent or intersectional cardinality. Based on the defined similarity function, if there is no overlap between the two focal elements, the distance obtained by the cardinalitybased measure will reach saturation values. In real life, there is a lot of orderly information, for example, professors with "excellent, good, medium, pass, fail" to give students a score[30, 31]. The Dempster-Shafer domain hypothesis does not apply on an ordered set. In order to effectively measure the conflict of belief functions on an ordered set, Sunberg et al.[32] proposed a Sunberg distance based on Hausdorff distance. By calculating the distance between the focal elements, consider the distance between the two BPAs in the metric space, the effectiveness is proved by continuous (orderly) measuring spaces. In order to overcome the shortcomings of Sunberg distance, Cheng et al.[33] proposed a new ordered sets distance measurement, fully considering a variety of features of data, and comprehensively reflects the information of order sets.

In this paper, a new measure of the distance of the mass distribution conflict of ordered set confidence is proposed, which overcomes some shortcomings of the existing method. Considering not only the distance effect of the two BPA focus elements in measuring space, but also the influence of the focus element's own size on distance, because it considers the multi-faceted characteristics of the data, it can reflect the data information of the ordered set more comprehensively and effectively, and is more robust and flexible than the existing method. Numerical examples show that the proposed correlation coefficients overcome the
shortcomings of existing methods and can more effectively measure the degree of conflict between belief functions.

The organizational structure of this paper is as follows. The Section 2 briefly introduces the basic knowledge of D-S theory and the existing method of evidence distance measurement. Section 3 introduces the proposed new distances and uses a simple example to illustrate the shortcomings of Sunberg distances and the validity of the distances we propose. In the Section 4, some properties of the proposed distance and the role of tuning parameters are discussed. Section 5 illustrates the validity of the proposed new distance through some numerical examples and practical applications. Finally, a brief conclusion is given in Section 6.

## 2. Preliminaries

### 2.1. Belief function theory

The belief function theory also called the Dempster-Shafer theory or evidence theory, which is proposed by Dempster[1] and supplemented by Shafer[2] to form a framework for data fusion of uncertain or inaccurate data fragments. Let $\Theta$ be a set of N mutually exclusive and exhaustive events. Then, $\Theta$ is called the frame of discernment and is denoted by $[1,2]$

$$
\begin{equation*}
\Theta=\left\{\theta_{1}, \theta_{2}, \cdots, \theta_{N}\right\} \tag{1}
\end{equation*}
$$

The power set $2^{\Theta}$ of $\Theta$ contains all possible subsets contained in $\Theta$ is indicated as:

$$
\begin{equation*}
2^{\Theta}=\left\{\emptyset,\left\{\theta_{1}\right\}, \cdots,\left\{\theta_{N}\right\},\left\{\theta_{1}, \theta_{2}\right\}, \cdots,\left\{\theta_{1}, \theta_{2}, \cdots, \theta_{i}\right\}, \cdots, \Theta\right\} \tag{2}
\end{equation*}
$$

Definition 1. A basic probability assignment (BPA) is a mapping $m$ from $2^{\Theta}$ to $[0,1]$ defined by[1, 2]:

$$
\begin{equation*}
m: 2^{\Theta} \rightarrow[0,1] \tag{3}
\end{equation*}
$$

which satisfies the following conditions:

$$
\begin{equation*}
m(\emptyset)=0 \quad \text { and } \quad \sum_{A \in 2^{\ominus}} m(A)=1 \tag{4}
\end{equation*}
$$

where $m(A)$ represents the belief to $A$. In addition, when $m(A)>0, A$ is called a focal element.

### 2.2. Existing belief function distance

### 2.2.1. Jousselme's distance

Jousselme et al.[34] proposed a method to measure the distance of belief function based on the distance between the intersection and union cardinality of focal elements.

Definition 2. Let $m_{1}$ and $m_{2}$ be two BPAs on the same frame of discernment $\Theta$, which contains $N$ mutually exclusive and exhaustive hypotheses. The distance between $m_{1}$ and $m_{2}$ is represented as follows:

$$
\begin{equation*}
d_{J}\left(m_{1}, m_{2}\right)=\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D_{J}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \tag{5}
\end{equation*}
$$

where, $\overrightarrow{m_{1}}$ and $\overrightarrow{m_{2}}$ represent two BPAs $m_{1}$ and $m_{2}$ as vectors respectively, and $D_{J}$ is a $2^{N} \times 2^{N}$ matrix used to represent the similarity of focal elements, and its elements are represented as:

$$
\begin{equation*}
D_{J}(A, B)=\frac{|A \cap B|}{|A \cup B|} \tag{6}
\end{equation*}
$$

where $|A|$ is the cardinality of $A$, and $A, B \in 2^{\Theta}$ are two subsets of $\Theta$.

### 2.2.2. Sunberg et al.'s distance

Zachary Sunberg et al.[32] proposed a Hausdorff-based measure for orderable sets. It can accurately measure the conflict between BPAs, and will not be saturated just because the two BPAs have no common focal elements, which is defined as follows:

## Definition 3.

$$
\begin{equation*}
d_{H}\left(m_{1}, m_{2}\right)=\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D_{H}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \tag{7}
\end{equation*}
$$

where $D_{H}$ is the similarity matrix whose elements are

$$
\begin{equation*}
D_{H}\left(A_{i}, A_{j}\right)=\frac{1}{1+K H\left(A_{i}, A_{j}\right)} \tag{8}
\end{equation*}
$$

where $D_{H}\left(A_{i}, A_{j}\right) \in[0,1]$, represents similarity between $A_{i}$ and $A_{j} . K>0$ is the user-defined tuning parameter, used to adjust measure response of the orderable spatial discretization. $H\left(A_{i}, A_{j}\right)$ is the Hausdorff distance between $A_{i}$ and $A_{j}$. It is used to quantify the distance of two focal elements, which is defined according to

$$
\begin{equation*}
H\left(A_{i}, A_{j}\right)=\max \left\{\sup _{b \in A_{i}} \inf _{c \in A_{j}} d(b, c), \sup _{c \in A_{j}} \inf _{b \in A_{i}} d(b, c)\right\} \tag{9}
\end{equation*}
$$

where $d(x, y)$ is the distance between the two elements of the sets, which is any valid measure distance defined on the measured space.

### 2.2.3. Cheng et al.'s distance

Sunberg et al.'s distance is insensitive to the distribution of the set edge, and Cheng et al.[33] proposed a new distance, which effectively improves the sensitivity of distance to set edge distribution, and overcomes Sunberg et al.'s distance is insensitive to the set edge distribution. The method uses the same structure as Eq.(7), defined as follows:

## Definition 4.

$$
\begin{equation*}
d_{M}\left(m_{1}, m_{2}\right)=\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D_{M}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \tag{10}
\end{equation*}
$$

where $D_{M}$ is a $n \times n$ matrix, $n$ is the cardinality of the union of two focal elements, and the element $D_{i j}$ in $D_{\alpha}$ represents the similarity of the ith and $j$ th
element, defined as follows.

$$
\begin{equation*}
D_{M} i j=D_{\alpha}(i, j)=\frac{1}{1+\alpha M(A, B)} \tag{11}
\end{equation*}
$$

where $\alpha>0$, its effect is equivalent to $K$ in Eq.(8). $M(A, B)$ measure the distance between ith element $A$ and ith element $B$ in an ordered set. Suppose all elements in $A$ and $B$ are $\left\{A_{1}, \cdots, A_{i}, B_{1}, \cdots, B_{j}\right\}$, then $M(A, B)$ is represented by:

$$
\begin{equation*}
M(A, B)=\frac{|\min (A)-\min (B)|+|\max (A)-\max (B)|}{\max \left(\left(A_{i}^{+}-A_{i}^{-}\right),\left(B_{i}^{+}-B_{j}^{-}\right)\right)} \tag{12}
\end{equation*}
$$

EXAMPLE 1. Suppose you have two groups of BPA, which have only $m_{1}$ 's focal elements different, as shown below:

$$
\begin{aligned}
& \text { Group } 1: m_{1}=\{[4,6], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 2: m_{1}^{\prime}=\{[4.5,5.5], 1\}, m_{2}^{\prime}=\{[101,103], 1\}, m_{3}^{\prime}=\{[201,203], 1\}
\end{aligned}
$$

Although $m_{1}$ 's focal element [4, 6] is greater than $m_{1}^{\prime}$ 's focal element [4.5, 5.5], according to Cheng et al.'s method, $d_{M}\left(m_{1}, m_{2}\right)=d_{M}\left(m_{1}^{\prime}, m_{2}^{\prime}\right)$, the result is unreasonable.

## 3. Proposed distance

We propose a new distance that effectively measures the distance between ordered sets. It considers not only the physical distance between the focal elements, but also the size of the focal elements themselves, is proposed as follows:

DEFINITION 5. Let $m_{1}$ and $m_{2}$ be two BPAs on the same ordinal frame of discernment $\Theta_{O}$, we proposed a new distance defined as follow:

$$
\begin{gather*}
d_{o}\left(m_{1}, m_{2}\right)=\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)}  \tag{13}\\
\text { where, } D_{i j}=\frac{1}{1+\lambda O\left(A_{i}, A_{j}\right)} \tag{14}
\end{gather*}
$$

where, $\lambda>0$ and Sunberg et al.'s K, Cheng et al.'s $\alpha$ are similar to user-defined tuning parameter that adjust the measurement response based on the discrete adjustment of the orderable space. $A_{i}, A_{j}$ are the $i$ th and $j$ th focal elements on $\Theta_{O}$. $O\left(A_{i}, A_{j}\right)$ indicates the similarity between $A_{i}$ and $A_{j}$. It is defined as follows:

## Definition 6.

$$
\begin{equation*}
O\left(A_{i}, A_{j}\right)=\frac{\left|\min \left(A_{i}\right)-\min \left(A_{j}\right)\right|+\left|\max \left(A_{i}\right)-\max \left(A_{j}\right)\right|}{\left|\max \left(A_{i}\right)-\min \left(A_{i}\right)\right|+\left|\max \left(A_{j}\right)-\min \left(A_{j}\right)\right|} \tag{15}
\end{equation*}
$$

A special case is that if both $A_{i}$ and $A_{j}$ are real values, then $O\left(A_{i}, A_{j}\right)=$ $\left|A_{i}-A_{j}\right|$.

For the proposed distance to use the Euclidean norm, it can be defined as an element that is an N -dimensional vector discernment frame. Using the proposed similarity coefficient describe the similarity between focal elements, taking into account both the physical distance between the focal elements and the effect of the size of the focal elements themselves. Moreover, the larger the focal element, the closer it should be to the other focal elements. To illustrate the effect of the focal element's own size, an illustrative example is given:

Example 2. Assume three BPAs $m_{1}=\{[4,6], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=$ $\{[201,203], 1\}$, keep $m_{2}$, $m_{3}$ unchanged, only change the size of the focus element of $m_{1}$, as follows:

$$
\begin{aligned}
& \text { Group } 1: m_{1}=\{[4.9,5.1], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 2: m_{1}=\{[4.6,5.4], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 3: m_{1}=\{[4.3,5.7], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 4: m_{1}=\{[4,6], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 5: m_{1}=\{[3,7], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 6: m_{1}=\{[2,8], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\} \\
& \text { Group } 7: m_{1}=\{[1,9], 1\}, m_{2}=\{[101,103], 1\}, m_{3}=\{[201,203], 1\}
\end{aligned}
$$

The results of using Cheng et al.'s distance and proposed new distance, the distance of $d\left(m_{1}, m_{2}\right), d\left(m_{1}, m_{3}\right)$ and $d\left(m_{2}, m_{3}\right)$ are shown in Table 1, Table 2 and Table 3 respectively. As we can see from Fig.1, when the size of the focus element is less than $2, d\left(m_{1}, m_{2}\right)$ remains the same, and only when it is greater than 2 , it increases as the focus element expands, this result is not reasonable. In Fig. 2, the change trend of $d\left(m_{1}, m_{3}\right)$ is the same as that of $d\left(m_{1}, m_{2}\right)$. Since the interval size and distance of $m_{2}$ and $m_{3}$ have not changed, $d\left(m_{2}, m_{2}\right)$ remains unchanged.

The main reason for this happens is that only the largest focal elements in all focal elements are considered in the Cheng et al.'s distance, and the change in focal elements with small size is not sensitive. The distance we propose fully considers the size of each focal element and improves the sensitivity of the distance to focal element size.

Table 1: The distance $d\left(m_{1}, m_{2}\right)$ obtained by two different methods, in Example 2

| Distance $\backslash$ Group | Group 1 | Group 2 | Group 3 | Group 4 | Group 5 | Group 6 | Group 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cheng et al.'s | 0.7017 | 0.7017 | 0.7017 | 0.7017 | 0.5715 | 0.4943 | 0.4418 |
| Proposed | 0.6845 | 0.6398 | 0.6027 | 0.5715 | 0.4943 | 0.4418 | 0.4031 |

Table 2: The distance $d\left(m_{1}, m_{3}\right)$ obtained by two different methods, in Example 2

| Distance $\backslash$ Group | Group 1 | Group 2 | Group 3 | Group 4 | Group 5 | Group 6 | Group 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cheng et al.'s | 0.8144 | 0.8144 | 0.8144 | 0.8144 | 0.7044 | 0.6296 | 0.5744 |
| Proposed | 0.8011 | 0.7646 | 0.7327 | 0.7044 | 0.6296 | 0.5744 | 0.5316 |

Table 3: The distance $d\left(m_{2}, m_{3}\right)$ obtained by two different methods, in Example 2

| Distance $\backslash$ Group | Group 1 | Group 2 | Group 3 | Group 4 | Group 5 | Group 6 | Group 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cheng et al.'s | 0.7017 | 0.7017 | 0.7017 | 0.7017 | 0.7017 | 0.7071 | 0.7071 |
| Proposed | 0.5774 | 0.5774 | 0.5774 | 0.5774 | 0.5774 | 0.5774 | 0.5774 |



Figure 1: The distance $d\left(m_{1}, m_{2}\right)$ obtained by two different methods


Figure 2: The distance $d\left(m_{1}, m_{3}\right)$ obtained by two different methods

## 4. New distance properties

### 4.1. Distance properties

For a ordinal frame of discernment $\Theta_{O}$, the properties of proposed new distance are described as follows:

1. Non-negativity: $d_{o}\left(m_{1}, m_{2}\right) \geq 0$;
2. Symmetry: $d_{o}\left(m_{1}, m_{2}\right)=d_{o}\left(m_{2}, m_{1}\right)$;
3. Triangle inequality: $d_{o}\left(m_{1}, m_{2}\right) \leq d_{o}\left(m_{1}, m_{3}\right)+d_{o}\left(m_{3}, m_{2}\right)$.

Non-negativity. $d_{o}\left(m_{1}, m_{2}\right) \geq 0$
Proof. Let $m_{1}, m_{2}$ are two valid BPAs, according to the Eq.(13), the $n \times n$ similarity matrix $D$ of the focal elements in $m_{1}$ and $m_{2}$ is calculated. Where, $D_{i i}=1 \forall i$ and $0<D_{i j}<1 \forall i, j ; i \neq j . D$ is defined as

$$
D=\left[\begin{array}{cccccc}
1 & D_{12} & & \cdots & & D_{1 n} \\
D_{21} & 1 & & \cdots & & D_{2 n} \\
\vdots & \vdots & \ddots & & & \vdots \\
& & & D_{i j} & & \\
\vdots & \vdots & & & \ddots & \vdots \\
D_{n 1} & D_{n 2} & & \cdots & & 1
\end{array}\right]
$$

$D_{i j}$ measures the distance between the $i$ th and $j$ th focal elements. Assume that there is any three focal elements $i$ th, $k$ th, $j$ th. If the distance between the $i$ th and $k$ th elements $D_{i k}$, and the distance between the $k$ th and $j$ th elements $D_{k j}$, has been determined, then the distance between the $i$ th and $j$ th elements $D_{i j}$ is fixed within a certain range.


Figure 3: $D_{i j}$ in different Cases

As shown in Fig.3, when j is close to $\mathrm{i}, D_{i j}$ is the smallest, is Case1, when j is far away from i, $D_{i j}$ is the largest, is Case 2 . This geometric constraint is the
same as equation (16) in [32].

$$
\begin{equation*}
\frac{1-D_{i j}}{D_{i j}} \in\left[\frac{\left|D_{i k}-D_{k j}\right|}{D_{i k} D_{k j}}, \frac{D_{i k}+D_{k j}-2 D_{i k} D_{k j}}{D_{i k} D_{k j}}\right] \forall k \tag{16}
\end{equation*}
$$

Therefore, we can conclude that $D$ is positive definite[32], and by Cholesky decomposition

$$
\begin{equation*}
D=C^{T} C \tag{17}
\end{equation*}
$$

where $C$ is a $n \times n$ lower triangular matrix. Then Eq.(13) can be transformed as follows:

$$
\begin{aligned}
d_{o}\left(m_{1}, m_{2}\right) & =\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \\
& =\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} C^{T} C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \\
& =\sqrt{\frac{1}{2}\left(C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right)^{T}\left(C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right)} \\
& =\sqrt{\frac{1}{2}\left\|\left(C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right)\right\|_{2}^{2}} \\
& =\frac{\sqrt{2}}{2}\left\|\left(C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right)\right\|_{2}
\end{aligned}
$$

Because of $\left\|\left(C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right)\right\|_{2} \geq 0$, it can be proved $d_{o}\left(m_{1}, m_{2}\right) \geq 0$.
Symmetry. $d_{o}\left(m_{1}, m_{2}\right)=d_{o}\left(m_{2}, m_{1}\right)$
Proof. Because $\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)$ can be expressed as $-\left(\overrightarrow{m_{2}}-\overrightarrow{m_{1}}\right)$, so we have

$$
\begin{aligned}
d_{o}\left(m_{1}, m_{2}\right) & =\sqrt{\frac{1}{2}\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)^{T} D\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)} \\
& =\sqrt{\frac{1}{2}\left[-\left(\overrightarrow{m_{2}}-\overrightarrow{m_{1}}\right)^{T}\right] D\left[-\left(\overrightarrow{m_{2}}-\overrightarrow{m_{1}}\right)\right]} \\
& =\sqrt{\frac{1}{2}\left(\overrightarrow{m_{2}}-\overrightarrow{m_{1}}\right)^{T} D\left(\overrightarrow{m_{2}}-\overrightarrow{m_{1}}\right)} \\
& =d_{o}\left(m_{2}, m_{1}\right)
\end{aligned}
$$

Triangle inequality. $d_{o}\left(m_{1}, m_{2}\right) \leq d_{o}\left(m_{1}, m_{3}\right)+d_{o}\left(m_{3}, m_{2}\right)$
Proof. Since $m_{1}, m_{2}, m_{3}$ is defined on the same discernment frame, the $D=C^{T} C$ equality in $d_{o}\left(m_{1}, m_{2}\right), d_{o}\left(m_{1}, m_{3}\right)$, and $d_{o}\left(m_{2}, m_{3}\right)$ represents the
distance between $n$ elements. $m_{1}, m_{2}, m_{3}$ and $C$ are represented as:

$$
\begin{aligned}
& \overrightarrow{m_{1}}=\left(a_{1}, a_{2}, \cdots, a_{n}\right)^{T} ; \overrightarrow{m_{2}}=\left(e_{1}, e_{2}, \cdots, e_{n}\right)^{T} ; \overrightarrow{m_{3}}=\left(b_{1}, b_{2}, \cdots, b_{n}\right)^{T} ; \\
& C=\left[\begin{array}{cccc}
c_{11} & c_{12} & \cdots & c_{1 n} \\
c_{21} & c_{22} & \cdots & c_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n 1} & c_{n 2} & \cdots & c_{n n}
\end{array}\right] \\
& C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{3}}\right)=\left(\sum_{i=1}^{n} c_{1 i}\left(a_{i}-b_{i}\right), \sum_{i=1}^{n} c_{2 i}\left(a_{i}-b_{i}\right), \cdots, \sum_{i=1}^{n} c_{n i}\left(a_{i}-b_{i}\right)\right)^{T} \\
&=\left(\sum_{i=1}^{n} c_{1 i}\left(a_{i}-e_{i}+e_{i}-b_{i}\right), \sum_{i=1}^{n} c_{2 i}\left(a_{i}-e_{i}+e_{i}-b_{i}\right), \cdots, \sum_{i=1}^{n} c_{n i}\left(a_{i}--e_{i}+e_{i} b_{i}\right)\right)^{T} \\
&=\left(\sum_{i=1}^{n} c_{1 i}\left(a_{i}-e_{i}\right)+\sum_{i=1}^{n} c_{1 i}\left(e_{i}-b_{i}\right), \sum_{i=1}^{n} c_{2 i}\left(a_{i}-e_{i}\right)+\sum_{i=1}^{n} c_{2 i}\left(e_{i}-b_{i}\right), \cdots,\right. \\
&\left.\sum_{i=1}^{n} c_{n i}\left(a_{i}-e_{i}\right)+\sum_{i=1}^{n} c_{n i}\left(e_{i}-b_{i}\right)\right)^{T} \\
&=\left(\sum_{i=1}^{n} c_{1 i}\left(a_{i}-e_{i}\right), \sum_{i=1}^{n} c_{2 i}\left(a_{i}-e_{i}\right), \cdots, \sum_{i=1}^{n} c_{n i}\left(a_{i}-e_{i}\right)\right)^{T} \\
&+\left(\sum_{i=1}^{n} c_{1 i}\left(e_{i}-b_{i}\right), \sum_{i=1}^{n} c_{2 i}\left(e_{i}-b_{i}\right), \cdots, \sum_{i=1}^{n} c_{n i}\left(e_{i}-b_{i}\right)\right)^{T} \\
&= C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)+C\left(\overrightarrow{m_{2}}-\overrightarrow{m_{3}}\right)
\end{aligned}
$$

According to Cauchy-Schwarz inequality, we have
$\left\|C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{3}}\right)\right\|_{2}=\left\|C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)+C\left(\overrightarrow{m_{2}}-\overrightarrow{m_{3}}\right)\right\|_{2} \leq\left\|C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right\|+\left\|C\left(\overrightarrow{m_{2}}-\overrightarrow{m_{3}}\right)\right\|_{2}$

According to Eq.(18) can be drawn:

$$
\begin{aligned}
\frac{\sqrt{2}}{2}\left\|C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{3}}\right)\right\|_{2} & \leq \frac{\sqrt{2}}{2}\left\|C\left(\overrightarrow{m_{1}}-\overrightarrow{m_{2}}\right)\right\|_{2}+\frac{\sqrt{2}}{2}\left\|C\left(\overrightarrow{m_{2}}-\overrightarrow{m_{3}}\right)\right\|_{2} \\
d_{o}\left(m_{1}, m_{3}\right) & \leq d_{o}\left(m_{1}, m_{2}\right)+d_{o}\left(m_{2}, m_{3}\right)
\end{aligned}
$$

It has been proved that the proposed distance $d_{o}$ satisfies the triangle inequality.

### 4.2. Special case analysis

There is a special case where the belief function is completely focused on a single focal element, such as $m_{1}(A)=1 m_{2}(B)=1$.

$$
\begin{cases}d_{o}\left(m_{1}, m_{2}\right)=0 & A=B \\ d_{o}\left(m_{1}, m_{2}\right)=\sqrt{\frac{\lambda O(A, B)}{1+\lambda O(A, B)}} & \text { Otherwise }\end{cases}
$$

Only when the structure of the two BPAs is equal, the distance $d_{o}\left(m_{1}, m_{2}\right)$ is equal to 0 .

When the two BPA are infinitely far apart, $d_{o}\left(m_{1}, m_{2}\right)$ is approaching 1.

### 4.3. Influence of tuning parameters



Figure 4: Different tuning parameters affect the same BPAS

The tuning parameters $\lambda$ is defined by the user to adjust the distance to obtain an output within a specific range, as shown in Fig.(4), which describes the change in the distance between two BPAs including only a single focal element. It is clear that if the distance between elements is small, then $\lambda=100$ is more
appropriate, and if the distance between elements is larger, then $\lambda=0.01$ is more appropriate. In general, the greater the $\lambda$, the less the similarity between focal elements affects distance.

## 5. Numerical examples

### 5.1. A case study: project budget

This section discusses the effectiveness of the proposed distance in focal elements through the project budget issues proposed by Cheng et al.[33].

Suppose a construction project is about to start, and six experts are invited to evaluate the budget on $E_{1}, E_{2}, E_{3}, E_{4}, E_{5}$ and $E_{6}$. If the budget given by the experts is not consistent with the budget given by most experts, it can be considered unreliable. Similarly, consider two different cases of the interval-value and real number.

### 5.1.1. Case 1: the budget given by interval-value sets

In this case, interval-value set is used to represent the budget given by experts. The budget given by the six experts is as shown in Table 4. It can be seen that the average budget of six experts is equal to 530 .

The distance between the six experts was measured using different methods, and the results were as shown in Table 5(Tuning parameters for each method are 3 ).

Table 4: The project budget given by six different experts

| Table 4: The project budget given by six different experts |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cost $(1000 \$) \backslash$ Expert | $E_{1}$ | $E_{2}$ | $E_{3}$ | $E_{4}$ | $E_{5}$ | $E_{6}$ |
| $[500,520]$ | 0.0 | 0.0 | 0.0 | 0.2 | 0.5 | 0.5 |
| $[510,530]$ | 0.0 | 0.5 | 0.0 | 0.3 | 0.0 | 0.0 |
| $[500,530]$ | 0.5 | 0.0 | 0.4 | 0.0 | 0.0 | 0.0 |
| $[530,550]$ | 0.0 | 0.5 | 0.6 | 0.3 | 0.0 | 0.0 |
| $[540,560]$ | 0.0 | 0.0 | 0.0 | 0.2 | 0.5 | 0.0 |
| $[530,560]$ | 0.5 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| $[545,555]$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.5 |

Table 5: The distance between the six experts was measured using different methods

| Distance $\backslash$ Method | Jousselme et al. | Sunberg et al. | Cheng et al. | Proposed |
| :---: | :---: | :---: | :---: | :---: |
| $d\left(E_{1}, E_{2}\right)$ | 0.40825 | 0.69658 | 0.48795 | 0.43301 |
| $d\left(E_{1}, E_{3}\right)$ | 0.33166 | 0.54792 | 0.39641 | 0.34641 |
| $d\left(E_{1}, E_{4}\right)$ | 0.29439 | 0.60718 | 0.38555 | 0.33848 |
| $d\left(E_{1}, E_{5}\right)$ | 0.40825 | 0.69610 | 0.49239 | 0.43539 |
| $d\left(E_{1}, E_{6}\right)$ | 0.50000 | 0.69798 | 0.53302 | 0.49593 |
| $d\left(E_{2}, E_{3}\right)$ | 0.27689 | 0.45074 | 0.33094 | 0.28723 |
| $d\left(E_{2}, E_{4}\right)$ | 0.23094 | 0.27844 | 0.24656 | 0.22174 |
| $d\left(E_{2}, E_{5}\right)$ | 0.57735 | 0.69609 | $\mathbf{0 . 6 1 6 4 0}$ | 0.55435 |
| $d\left(E_{2}, E_{6}\right)$ | $\mathbf{0 . 6 0 5 5 3}$ | 0.69809 | $\mathbf{0 . 6 1 6 4 0}$ | $\mathbf{0 . 5 7 0 7 7}$ |
| $d\left(E_{3}, E_{4}\right)$ | 0.27689 | 0.45062 | 0.33199 | 0.28780 |
| $d\left(E_{3}, E_{5}\right)$ | 0.52599 | 0.70258 | 0.58244 | 0.51740 |
| $d\left(E_{3}, E_{6}\right)$ | 0.56273 | $\mathbf{0 . 7 0 4 7 9}$ | 0.58244 | 0.53501 |
| $d\left(E_{4}, E_{5}\right)$ | 0.34641 | 0.41765 | 0.36984 | 0.33261 |
| $d\left(E_{4}, E_{6}\right)$ | 0.43589 | 0.51948 | 0.44360 | 0.41438 |
| $d\left(E_{5}, E_{6}\right)$ | 0.35355 | 0.48412 | 0.38730 | 0.35355 |

It can be seen from Fig. $5, d\left(E_{1}, E_{2}\right)$ and $d\left(E_{1}, E_{5}\right)$ are equal according to the distance of Julesselme et al., indicating that the distance cannot reflect the distribution difference between ordered sets. Based on the distance of Sunberg et al., the distance between $E_{3}$ and $E_{6}$ is considered to be the largest, which is different from the results of other methods because Sunberg et al.'s method does not take into account the intersection of the distribution intervals of the focal elements of the ordered set. $d\left(E_{2}, E_{5}\right)$ and $d\left(E_{2}, E_{6}\right)$ are equal based on the distance of Cheng et al., because Cheng et al.'s method does not take into account the size of the interval of the focal element of the ordered set. The proposed method, not only considers the intersection of the distribution interval of the focal element, but also takes into account the size of the focal element interval itself, which can fully reflect the distribution difference between the ordered sets.


Figure 5: The distance between the six experts was measured using different methods

### 5.1.2. Case 2: the budget given by real number sets

Based on the results in Table 5 and the symmetry of the proposed distance, the total distance from each expert to all other experts can be calculated.

$$
\begin{aligned}
& d_{t}\left(E_{1}\right)=d\left(E_{1}, E_{2}\right)+d\left(E_{1}, E_{3}\right)+d\left(E_{1}, E_{4}\right)+d\left(E_{1}, E_{5}\right)+d\left(E_{1}, E_{6}\right)=2.04923 \\
& d_{t}\left(E_{2}\right)=d\left(E_{1}, E_{2}\right)+d\left(E_{2}, E_{3}\right)+d\left(E_{2}, E_{4}\right)+d\left(E_{2}, E_{5}\right)+d\left(E_{2}, E_{6}\right)=2.06710 \\
& d_{t}\left(E_{3}\right)=d\left(E_{1}, E_{3}\right)+d\left(E_{2}, E_{3}\right)+d\left(E_{3}, E_{4}\right)+d\left(E_{3}, E_{5}\right)+d\left(E_{3}, E_{6}\right)=1.97385 \\
& d_{t}\left(E_{4}\right)=d\left(E_{1}, E_{4}\right)+d\left(E_{2}, E_{4}\right)+d\left(E_{3}, E_{4}\right)+d\left(E_{4}, E_{5}\right)+d\left(E_{4}, E_{6}\right)=1.59502 \\
& d_{t}\left(E_{5}\right)=d\left(E_{1}, E_{5}\right)+d\left(E_{2}, E_{5}\right)+d\left(E_{3}, E_{5}\right)+d\left(E_{4}, E_{5}\right)+d\left(E_{5}, E_{6}\right)=2.19330 \\
& d_{t}\left(E_{6}\right)=d\left(E_{1}, E_{6}\right)+d\left(E_{2}, E_{6}\right)+d\left(E_{3}, E_{6}\right)+d\left(E_{4}, E_{6}\right)+d\left(E_{5}, E_{6}\right)=2.36964
\end{aligned}
$$

According to the above results, due to the maximum $d_{t}\left(E_{6}\right)$, expert $E_{6}$ was eliminated. The other five experts further made a more precise budget, with budget values given in real number and allows more than one value. Experts' precise budgets are shown as follows:

$$
E_{1}=\{(530), 1\}, E_{2}=\{(520,540), 1\}, E_{3}=\{(540,550), 1\}
$$

$$
E_{4}=\{(510,560), 1\}, E_{5}=\{(510,550), 1\}
$$

The results obtained through different methods, as shown in Table 6, (Tuning parameters for each method are 3) Jousselme et al. argue that in this case, the belief function is completely conflicting, ignoring the physical distance between elements on an ordered set. In this case, our method is the same as the method of Cheng et al., which both consider the biggest difference between $E_{1}$ and $E_{4}$. However, the distance of Sunberg et al. is considered to be the largest distance of $E_{1} E_{3}, E_{2} E_{4}, E_{3} E_{4}, E_{3} E_{5}$, because this method only cares about the maximum distance between elements, so the sensitivity is reduced.

Table 6: The distance between the five experts was measured using different methods

| Distance $\backslash$ Method | Jousselme et al. | Sunberg et al. | Cheng et al. | Proposed |
| :---: | :---: | :---: | :---: | :---: |
| $d\left(E_{1}, E_{2}\right)$ | 1 | 0.70711 | 0.81650 | 0.81650 |
| $d\left(E_{1}, E_{3}\right)$ | 1 | 0.81650 | 0.86603 | 0.86603 |
| $d\left(E_{1}, E_{4}\right)$ | 1 | 0.86603 | 0.91287 | 0.91287 |
| $d\left(E_{1}, E_{5}\right)$ | 1 | 0.81650 | 0.89443 | 0.89443 |
| $d\left(E_{2}, E_{3}\right)$ | 0.81650 | 0.81650 | 0.86603 | 0.86603 |
| $d\left(E_{2}, E_{4}\right)$ | 1 | 0.86603 | 0.86603 | 0.86603 |
| $d\left(E_{2}, E_{5}\right)$ | 1 | 0.70711 | 0.81650 | 0.81650 |
| $d\left(E_{3}, E_{4}\right)$ | 1 | 0.86603 | 0.89443 | 0.89443 |
| $d\left(E_{3}, E_{5}\right)$ | 0.81650 | 0.86603 | 0.86603 | 0.86603 |
| $d\left(E_{4}, E_{5}\right)$ | 0.81650 | 0.70711 | 0.70711 | 0.70711 |

### 5.2. Fixed masses of varied BPAs

In this section, we show examples of sensors with different but fixed values through a typical application of an ordered set[32]. Sensor 1 remains stationary, Sensor 2 moves to the right along a solid line, the distance between the two sensors increases, and the two sensors are equivalent to two BPAs:

Sensor 1 is represented as:

$$
\begin{aligned}
& m_{1}(2)=0.1 \\
& m_{1}(2,2.3)=0.2 \\
& m_{1}(2,2.3,2.5)=0.4 \\
& m_{1}(2,2.3,2.5,2.7)=0.2 \\
& m_{1}(2,2.3,2.5,2.7,3)=0.1
\end{aligned}
$$

Sensor 2 is represented as:

$$
\begin{aligned}
& m_{2}(i)=\frac{1}{3} \\
& m_{2}(i, 0.5+i)=\frac{1}{3} \\
& m_{2}(i, 0.5+i, 1+i)=\frac{1}{3}
\end{aligned}
$$

Where $i$ is an integer from 2 to 12 , indicating the distance between the sensor 1 and the sensor 2.

The distance between $m_{1}$ and $m_{2}$ calculated using different methods is shown in Fig.(6). This example shows that the distance between Jousselme et al. does not effectively reflect the change in the distance between the two sensors (BPA), the distance between Sunberg et al., the distance between Cheng et al., and the distance we propose can effectively reflect the distance change between the two sensors.


Figure 6: The distance between $m_{1}$ and $m_{2}$ calculated using different methods

## 6. Conclusion

This paper proposes a method for measuring the distance between BPAs defined on an ordered set. Measure conflicts between BPAs by measuring the physical distance between focal elements and their own size. Several numerical examples of the ordered measurement space indicate that the proposed method is superior to the distance of the Jousselme et al., and the appearance of saturation can be avoided. In addition, the new distance is more robust and effective, overcoming the shortcomings of the existing method of measuring the distance between ordered sets, and effectively reducing the appearance of violation of intuition.
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