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#### Abstract

Let $S$ be a family of $n \times n$ matrices over a field such that, for some integer $\ell$, the products of the length $\ell$ of the matrices in $S$ span the full $n \times n$ matrix algebra. We show this for any positive integer $\ell \geqslant n^{2}+2 n-4$.


## 1. Introduction

The arithmetic operations with matrices remain an essential part of the language of science for the whole of observable history, but many natural and surprisingly simply looking problems still remain unresolved. This work deals with one of such questions, which has attracted a significant attention after its appearance in a well known and highly cited paper by Pérez-García, Verstraete, Wolf and Cirac [35].

Remark 1. We write $\operatorname{Mat}_{n}(\mathbb{F})$ to denote the algebra of all $n \times n$ matrices over a field $\mathbb{F}$. For any $k$ and $S \subset \operatorname{Mat}_{n}(\mathbb{F})$, the notation $S^{k}$ stands for the set of all products of the length $k$ of the matrices in $S$, and $S \mathbb{F}$ denotes the $\mathbb{F}$-linear span of $S$.
Question 2. For any positive integer $n$, what is the smallest value $w(n)$ such that, if $S^{k} \mathbb{C}=\operatorname{Mat}_{n}(\mathbb{C})$ for some $S$ and $k$, then also $S^{w(n)} \mathbb{C}=\operatorname{Mat}_{n}(\mathbb{C})$ ?

In particular, Conjecture 2 in [35] states that $w(n) \in O\left(n^{2}\right)$, and this surmise has been reiterated in several further studies $[6,7,13,22,29,30,36,37,38,41,40]$. The value $w(n)$ is also known as the injectivity index or injectivity length, and many authors emphasize the question of improving the known bounds on it $[1,3,8,9,11$, $14,15,17,20,32$ ]. In fact, it has been well known that, if the conjectured estimate $w(n) \in O\left(n^{2}\right)$ is true, then this $O\left(n^{2}\right)$ bound is optimal [47], and the further bounds

$$
\begin{equation*}
n^{2}-n \leqslant w(n) \leqslant n^{2}\left(n^{2}-1\right) \tag{1.1}
\end{equation*}
$$

are contained in [37]. In fact, as shown in [13], the existence of $w(n)$ is immediate by classical results of algebraic geometry if no specific upper bound is required, and the authors of [13] give a higher-dimensional generalization of this result in the context of projected entangled pair states. The work [41] shows that the length of the $n \times n$ matrix algebra is $O(n \log n)$, and hence it is true that $w(n) \in O\left(n^{3} \log n\right)$. A stronger bound $w(n) \in O\left(n^{2} \log n\right)$ was obtained in [30] and remained the best general result known to this date as an $O(\log n)$ upper bound was known in the case when the family $S$ of Question 2 is chosen generically [22,23]. A further evidence to the conjecture $w(n) \in O\left(n^{2}\right)$ came from the corresponding $O\left(n^{2}\right)$ upper bound for the so called primitive positive maps [36]. Our goal is to prove the following.

Theorem 3. For any $n \geqslant 2$, we have $w(n) \leqslant n^{2}+2 n-4$.
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This proves a strong form of the well known Conjecture 2 in [35], which predicted that $w(n) \in O\left(n^{2}\right)$. In fact, our bound is almost sharp as we have $w(n) \in n^{2}+O(n)$ after a comparison of Theorem 3 with the lower bound in (1.1).

## 2. Related work

Apart from being a natural problem in linear algebra with strong connections to other well known topics in the field, Question 2 has an utmost importance related to the development of mathematical models of contemporary quantum theory. In this section, we briefly review several contexts associated to Question 2, including its initial appearance in a celebrated paper in quantum theory [35].

Definition $4([21,35,45])$. A matrix product state is a tensor

$$
|\Psi\rangle=\sum_{s_{1}=1}^{d} \sum_{s_{2}=1}^{d} \ldots \sum_{s_{N}=1}^{d} \operatorname{tr}\left(A_{s_{1}}^{[1]} \cdot A_{s_{2}}^{[2]} \cdot \ldots \cdot A_{s_{N}}^{[N]}\right) \cdot\left|s_{1} s_{2} \ldots s_{N}\right\rangle
$$

where every $A_{j}^{[k]}$ is a $D_{k} \times D_{k+1}$ matrix with entries in $\mathbb{C}$, and $\left|s_{1} s_{2} \ldots s_{N}\right\rangle$ is the tensor which has a one at the position $\left(s_{1} s_{2} \ldots s_{N}\right)$ and zeros everywhere else.

In quantum theory, matrix product states are intended to characterize a system of $N$ sites corresponding to a $d$-dimensional Hilbert space, and, as further explained in [35], a typical situation arises when the corresponding bond dimensions $D_{k}$ do not grow with $N$, which allows one to make a natural assumption $D_{1}=\ldots=D_{N}=D$. A site-independent state arises if the further condition

$$
A_{i}=A_{i}^{[1]}=A_{i}^{[2]}=\ldots=A_{i}^{[N]}
$$

is imposed for all $i$, and such a state is called injective if the mapping

$$
X \longrightarrow \sum_{s_{1}=1}^{d} \sum_{s_{2}=1}^{d} \ldots \sum_{s_{N}=1}^{d} \operatorname{tr}\left(X A_{s_{1}} A_{s_{2}} \ldots A_{s_{N}}\right) \cdot\left|s_{1} s_{2} \ldots s_{N}\right\rangle
$$

is injective for an appropriate choice of $N$ [35], which is equivalent to the property

$$
\begin{equation*}
\left\{A_{1}, \ldots, A_{d}\right\}^{N} \mathbb{C}=\operatorname{Mat}_{D}(\mathbb{C}) \tag{2.1}
\end{equation*}
$$

and hence this explains the connection to Question 2. The relevance of the study of injective states $|\Psi\rangle$ is briefly explained by the possibility of an explicit construction of a frustration-free local parent Hamiltonian with a unique ground state for every such $|\Psi\rangle$ as in $[35,46]$, and, indeed, there are hundreds of subsequent publications that deal with this concept $[3,8,9,11,14,22,32,43]$. Here, a potential improvement of an upper bound on the injectivity length, which can be thought of as the smallest $N$ for which the condition (2.1) becomes possible, would give a new bound on the number of sites for which the ground space of the corresponding parent Hamiltonian should be exactly equal to the vector space generated by a basis of normal tensors of the initial tensor [11, 35]. One further application arises from the fact that the injectivity length is an upper bound for the index of primitivity of the so-called transfer operator associated to a given matrix product state $[8,10]$. Concerning the bond dimensions of the potential matrix product state descriptions in several specifically relevant cases such as the $W$-state, an improvement of an upper bound on $w(n)$ may imply a stronger lower bound on such dimensions, which is put as an additional motivation to conjecture $w(n) \in O\left(n^{2}\right)$ in [35], and which is further
explained in $[6,7,15]$. As to the connection of $w(n)$ to classical topics in matrix theory, many authors point out to an analogy with the following result.

Definition 5. A square matrix $A$ with nonnegative real entries is called primitive if, for some positive integer $k$, the power $A^{k}$ has all entries positive. In this case, the smallest $k$ for which this happens is called the index of primitivity of $A$.

Theorem 6 (Wielandt's inequality [47]). If $A$ is an $n \times n$ primitive matrix, then the index of primitivity of $A$ is at most $n^{2}-2 n+2$.

An interested reader could proceed with [37, Section II] for a detailed description of the similarities between the indexes of injectivity, for matrix product states, and primitivity, for primitive matrices, which explains the term 'quantum Wielandt' in the study of the lower bounds for the quantity $w(n)$ as suggested in several dozens of further papers $[14,16,29,36]$. For the purpose of this introduction, we briefly note that the number $w(n)$ gives an upper bound to the so-called primitivity index of a quantum channel $\operatorname{Mat}_{n}(\mathbb{C}) \rightarrow \operatorname{Mat}_{n}(\mathbb{C})$ implemented with a family of $n \times n$ Kraus operators [1, 37], and, following the exposition in [37, Section II], we explain how do the primitivity indexes of primitive matrices imply lower bounds on $w(n)$. To this end, we first remark that the result of Theorem 6 is sharp.
Example 7 (see page 648 in [47]). The index of primitivity of the $n \times n$ matrix

$$
\left(\sum_{i=1}^{n-1}|i\rangle\langle i+1|\right)+|n\rangle\langle 1|+|n\rangle\langle 2|
$$

is $n^{2}-2 n+2$, where $|i\rangle$ and $\langle i|$ are the column and row $i$-th unit vectors, respectively.
Indeed, as explained in [37, Proposition 2.2], the primitivity index of an $n \times n$ primitive matrix $A$ is a lower bound on the injectivity length of the family $S$ formed by the matrix units at the nonzero entries of $A$. In particular, the family

$$
S=\{|1\rangle\langle 2|,|2\rangle\langle 3|, \ldots,|n-1\rangle\langle n|\} \cup\{|n\rangle\langle 1|,|n\rangle\langle 2|\}
$$

certifies the above mentioned bound $w(n) \geqslant n^{2}-2 n+2$, which has further been slightly improved with a different method in [37] to have the form as in (1.1). Before we proceed with several other related topics, we recall that Wielandt's inequality has a variety of further applications in different fields ranging from graph theory and number theory [2] to Markov chains [39] and numerical analysis [44].

The studies related to the current work are also very common in algebra. Indeed, the study of growth appears in various algebraic structures, including algebras [33], groups [25], semigroups [5], Lie algebras [31], PI algebras [18] and many others. In this section, we briefly discuss one topic that is particularly close to our work.
Definition $8([19,33,34,41])$. The length of a family $S \subset \operatorname{Mat}_{n}(\mathbb{C})$ is the smallest number $k$ such that the linear span $i d \mathbb{C}+S \mathbb{C}+S^{2} \mathbb{C}+\ldots+S^{k} \mathbb{C}$ coincides with the algebra generated by $S$. The length of the algebra $\operatorname{Mat}_{n}(\mathbb{C})$ is the maximal value $\lambda(n)$ that appears as the length of any generating family of $\operatorname{Mat}_{n}(\mathbb{C})$.

Remark 9. The earlier progress includes the inequalities

$$
\lambda(n) \leqslant n^{2} / 3+O(1) \text { in }[34], \quad \lambda(n) \leqslant \sqrt{2} n^{3 / 2}+O(n) \text { in [33] }
$$

and the current bound $\lambda(n) \leqslant 2 n \log _{2} n+4 n$ in [41]. A conjecture of Paz [34] implies $\lambda(n)=2 n-2$, and the corresponding lower bound $\lambda(n) \geqslant 2 n-2$ is known [24].

Indeed, the definition of $\lambda(n)$ is obtained from the one of $w(n)$ by replacing the expressions such as $S^{t} \mathbb{C}=\operatorname{Mat}_{n}(\mathbb{C})$ with $i d \mathbb{C}+S \mathbb{C}+S^{2} \mathbb{C}+\ldots+S^{t} \mathbb{C}=\operatorname{Mat}_{n}(\mathbb{C})$. Despite this noticeable similarity, the values $\lambda(n)$ and $w(n)$ seem only to have been studied separately until it has been noted that an $O(f(n))$ bound for $\lambda(n)$ implies an $O\left(n^{2} \cdot f(n)\right)$ bound for $w(n)$ as in [30], and, in turn, the paper [30] applies the method that was initially developed to work with $\lambda(n)$ in [41] to get the inequality

$$
w(n) \leqslant 2 n^{2} \cdot\left(6+\log _{2} n\right) \in O\left(n^{2} \log n\right)
$$

which remained the strongest upper bound on $w(n)$ known to this date.

## 3. Hereditary languages, advantages and obstructions

In a fashion similar to how the work [30] demonstrates the power of a method introduced in an earlier study of the length [41], the current piece is, in turn, a remarkable example of the use of a technique - widely known in the works on the length - in the quantum version of Wielandt's inequality. Indeed, apart from a significant independent interest found in the study of hereditary properties of words [4], a related technique has been used by Pappacena [33] to give a back then best known upper bound on the length of matrix algebras, and a similar approach has been developed in several further works on the length [26, 27, 28]. Although the proof of our main result is self-contained, it does also employ this framework, which is also known as the study of hereditary languages [5] or factorial languages [12].

A standard part of the technique is to consider an arbitrary total ordering on a basis of the linear span of a given family $S$ as in Question 2 and proceed with the inherited lexicographic order on the words with the letters in this basis. As we explain below, the lexicographically smallest basis $\mathcal{L}(q)$ of the space $S^{q} \mathbb{F}$ becomes well behaved because the property $\operatorname{dim} \operatorname{Mat}_{n}(\mathbb{F})=n^{2}$ implies $\mathcal{L}(q)=n^{2}$ for large $q$, and hence several basic techniques of hereditary languages with bounded growth apply [4]. In contrast, a similar natural approach to the length computation would require one to consider the lexicographically smallest bases of

$$
\begin{equation*}
\left(S^{q} \mathbb{F}\right) /\left(i d \mathbb{F}+S \mathbb{F}+S^{2} \mathbb{F}+\ldots+S^{q-1} \mathbb{F}\right) \tag{3.1}
\end{equation*}
$$

instead of $S^{q} \mathbb{F}$, and the obstruction arises as the spaces (3.1) are zero whenever $q$ is sufficiently large, which means that the corresponding hereditary languages are finite and hence potentially much harder to describe. Furthermore, the setting of the current paper allows us to show that, for all sufficiently large $q$, the words in $\mathcal{L}(q)$ are uniquely determined by a portion of several letters in the beginning and several letters in the end that total to at most $n^{2}+O(1)$ positions, and the corresponding middle parts of these words are periodic with the periods not exceeding $n$.

This explains the language theoretic difference of our approach with the methods applied in $[26,27,28,33]$. We proceed with the technical part of the paper.

## 4. The proof

In this section, we work over an arbitrary field $\mathbb{F}$, and we write $S$ to denote a fixed linearly independent family $\left(s_{1}, \ldots, s_{\mu}\right)$ of square matrices of the order $n \geqslant 2$ with entries in $\mathbb{F}$ so that the condition $S^{k} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$ holds for some $k$. We begin with some standard notation and basic observations required in our approach.

Remark 10. We write $\Lambda$ to denote the smallest integer with $S^{\Lambda} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$.

Remark 11. The set of all words in the alphabet $\left\{s_{1}, \ldots, s_{\mu}\right\}$ is denoted $\Sigma^{*}(S)$. The length $|w|$ of a word $w \in \Sigma^{*}(S)$ is the number of its letters, the notation $u v$ stands for the concatenation of two words $u, v \in \Sigma^{*}(S)$, and a word $v^{\prime}$ is said to be a subword of $v \in \Sigma^{*}(S)$ if there are $u, w \in \Sigma^{*}(S)$ such that $v=u v^{\prime} w$.

Remark 12. We define the map $\pi: \Sigma^{*}(S) \rightarrow \operatorname{Mat}_{n}(\mathbb{F})$ as the corresponding product of the matrices, that is, strictly speaking, we take $\pi(e)=$ id for an empty word $e$, $\pi\left(s_{i}\right)=s_{i}$ for the words of length one, and $\pi(u v)=\pi(u) \cdot \pi(v)$ for all $u, v \in \Sigma^{*}(S)$.
Remark 13. We consider the natural lexicographic ordering of the words of equal lengths in $\Sigma^{*}(S)$. More precisely, we write $u \leqslant v$ for two words $u, v \in \Sigma^{*}(S)$ if $|u|=|v|$ and at least one of the following conditions holds:

- $u=v$,
- $u=s_{i} u^{\prime}$ and $v=s_{j} v^{\prime}$ with $i<j$,
- $u=s_{i} u^{\prime}$ and $v=s_{i} v^{\prime}$ with $u^{\prime} \leqslant v^{\prime}$.

Remark 14. As usual, we write $u<v$ whenever $u \leqslant v$ and $u \neq v$.
In a study of the lengths of matrix algebras, Pappacena [33] defined a reducible word to be the one that can be written as a linear combination of the words of the smaller lengths. In the current setting, a powerful alternative is the following.

Definition 15. A word $w \in \Sigma^{*}(S)$ is called basic if

$$
\pi(w) \notin \sum_{w^{\prime}<w} \pi\left(w^{\prime}\right) \mathbb{F}
$$

We write $\mathcal{L}(q)$ to denote the set of all basic words of the length $q$, and the notation $\mathcal{L}$ stands for the family of all basic words of any length.

Remark 16. We note that $\mathcal{L}$ is a factorial language, which means that, for any word $w \in \mathcal{L}$ and any subword $w^{\prime}$ of $w$, we must have $w^{\prime} \in \mathcal{L}$ as well.

Remark 17. In what follows, for any $w \in \Sigma^{*}(S)$ and $p \in\{0,1, \ldots,|w|\}$, we define the $p$-head of $w$ as the word formed with the first $p$ letters of $w$.
Definition 18. A pair $(p, q)$ of positive integers is a steady position if $p \leqslant q$ and the $p$-th letter of a word $w \in \mathcal{L}(q)$ is uniquely identified by the $(p-1)$-head of $w$. In other words, this means that, for any two words $w, w^{\prime} \in \mathcal{L}(q)$ which have the same $(p-1)$-heads, the $p$-th letters of $w$ and $w^{\prime}$ are equal as well.

Observation 19. If $(p, q)$ is steady, then both $(p, q+1)$ and $(p+1, q+1)$ are steady.
Proof. Immediate because $\mathcal{L}$ is a factorial language.
Observation 20. If, for some positive integers $p$ and $q$, none of the positions

$$
(1, q),(2, q), \ldots,(p, q)
$$

is steady, then the words in $\mathcal{L}(q)$ admit at least $p+1$ different $p$-heads.
Proof. A straightforward induction.
Our next goal is a structural characterization of the language $\mathcal{L}(q)$ with large $q$. In what follows, the notation col $A$ refers to the family of the columns of a matrix $A$, and we recall that $\Lambda$ is the smallest integer satisfying $S^{\Lambda} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$.

Lemma 21. Let $g \geqslant 1$ and $\Lambda^{\prime} \geqslant \Lambda$ be integers, let $\omega_{1}<\ldots<\omega_{t}$ be the lexicographic ordering of the family of all $g$-heads of the words in $\mathcal{L}\left(\Lambda^{\prime}+g\right)$. Then the chain

$$
O \subset \sum_{i=1}^{1}\left(\operatorname{col} \pi\left(\omega_{i}\right)\right) \mathbb{F} \subset \sum_{i=1}^{2}\left(\operatorname{col} \pi\left(\omega_{i}\right)\right) \mathbb{F} \subset \ldots \subset \sum_{i=1}^{t}\left(\operatorname{col} \pi\left(\omega_{i}\right)\right) \mathbb{F}
$$

is strictly increasing.
Proof. If, for some $j \in\{1, \ldots, t\}$, we have

$$
\begin{equation*}
\sum_{i=1}^{j-1}\left(\operatorname{col} \pi\left(\omega_{i}\right)\right) \mathbb{F}=\sum_{i=1}^{j}\left(\operatorname{col} \pi\left(\omega_{i}\right)\right) \mathbb{F} \tag{4.1}
\end{equation*}
$$

then, since $S^{\Lambda} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$ and $\Lambda^{\prime} \geqslant \Lambda$, the set

$$
\begin{equation*}
\sum_{i=1}^{j-1} \pi\left(\omega_{i} \mathcal{L}\left(\Lambda^{\prime}\right)\right) \mathbb{F} \tag{4.2}
\end{equation*}
$$

contains every matrix $M$ such that all the columns of $M$ are in (4.1). In particular, again because of (4.1), the set (4.2) contains all matrices of the form $\pi(u)$ provided that $\omega_{j}$ is the $g$-head of $u$, which means that $\omega_{j}$ cannot be the $g$-head of a word in $\mathcal{L}\left(\Lambda^{\prime}+g\right)$ due to Definition 15. A contradiction to the assumptions of the lemma shows that, indeed, the desired chain of the inclusions is strictly increasing.

Lemma 22. At least of the positions

$$
(1, \Lambda+n),(2, \Lambda+n), \ldots,(\Lambda+n, \Lambda+n)
$$

is steady. If $h$ is the smallest index such that $(h+1, \Lambda+n)$ is steady, then $h \leqslant n-1$. Moreover, if $w_{1}<\ldots<w_{\tau}$ is the lexicographic ordering of the family of all h-heads of the words in $\mathcal{L}(\Lambda+n)$, the chain of the inclusions

$$
O \subset \sum_{i=1}^{1}\left(\operatorname{col} \pi\left(w_{i}\right)\right) \mathbb{F} \subset \sum_{i=1}^{2}\left(\operatorname{col} \pi\left(w_{i}\right)\right) \mathbb{F} \subset \ldots \subset \sum_{i=1}^{\tau}\left(\operatorname{col} \pi\left(w_{i}\right)\right) \mathbb{F}
$$

is strictly increasing.
Proof. By Lemma 21, there are at most $n$ different $n$-heads in $\mathcal{L}(\Lambda+n)$. Therefore, at least one of the positions $(1, q),(2, q), \ldots,(n, q)$ is steady by Observation 20, and the strict monotonicity of the chain follows again from Lemma 21.

Remark 23. In what follows, we use the symbols $h$ and $\left(w_{1}, \ldots, w_{\tau}\right)$ exclusively to denote the values appearing in Lemma 22.
Remark 24. If the matrix $s_{1}$ is invertible, then $h=0$.
Remark 25. We have $h<\tau \leqslant n$ immediately from Lemma 22 .
Corollary 26. For any integer $q \geqslant \Lambda+n$, the family of all h-heads of the words in $\mathcal{L}(q)$ is exactly equal to $\left\{w_{1}, \ldots, w_{\tau}\right\}$.

Proof. As $q$ increases from $\Lambda+n$ and gets large, no new member can show up in the family of the $h$-heads of the words in $\mathcal{L}(q)$ because $\mathcal{L}$ is a factorial language, and no member can disappear in view of Lemma 22.

As we can further see in Lemma 22, the languages $\mathcal{L}(q)$ admit steady positions with all sufficiently large $q$. However, if the corresponding chain is not required to be strictly increasing, one can find a steady position already in $\mathcal{L}\left(n^{2}\right)$.

Observation 27. There exists an index $p$ such that $\left(p, n^{2}\right)$ is a steady position.
Proof. Otherwise, Observation 20 implies $|\mathcal{L}(q)| \geqslant n^{2}+1$. Since $\mathcal{L}(q) \subset \operatorname{Mat}_{n}(\mathbb{F})$, the set $\mathcal{L}(q)$ should be linearly dependent, but Definition 15 denies this.

Remark 28. In what follows, we write $\bar{p}$ to denote the smallest index so that ( $\bar{p}, n^{2}$ ) is a steady position. In view of Observation 19 and Corollary 26, we have $\bar{p} \geqslant h+1$.

For large $q$, a relevant characterization of $\mathcal{L}(q)$ can be given with Lemma 22 and an adaptation of a standard technique in the study of factorial languages [4].

Lemma 29. There exist $\rho_{1}, u_{1}, \ldots, \rho_{\tau}, u_{\tau} \in \mathcal{L}$ such that
(o) $\left|u_{i}\right| \geqslant h$, and the $h$-head of $u_{i}$ is $w_{i}$ for all $i \in\{1, \ldots, \tau\}$,
(i) $\left|\rho_{i}\right| \in\{1, \ldots, \tau\},\left|u_{i}\right| \leqslant h+\tau-\left|\rho_{i}\right|-1+\left\lfloor\left|\rho_{i}\right| / \tau\right\rfloor$ for all $i \in\{1, \ldots, \tau\}$,
(ii) for any integer $m \geqslant 1$, we have

$$
\mathcal{L}(\Lambda+m \tau+3 n) \subseteq\left(u_{1}\left(\rho_{1}\right)^{m} \mathcal{L}\left(\delta_{1}\right)\right) \cup \ldots \cup\left(u_{\tau}\left(\rho_{\tau}\right)^{m} \mathcal{L}\left(\delta_{\tau}\right)\right)
$$

with $\delta_{i}=\Lambda+3 n-\left|u_{i}\right|+m\left(\tau-\left|\rho_{i}\right|\right)$, again for all $i \in\{1, \ldots, \tau\}$.
Proof. Using Lemma 22, we get the following conclusions for $\mathcal{L}(\Lambda+n+1)$ :

- the $(1+h)$-th letter of any word $\omega \in \mathcal{L}(\Lambda+n+1)$ is uniquely determined from the given $h$-head of $\omega$,
- for the word $w^{\prime}$ obtained by taking $h$ consecutive letters starting from the second letter in $\omega$, we have $w^{\prime} \in\left\{w_{1}, \ldots, w_{\tau}\right\}$.
In particular, we can define the mapping

$$
\Omega:\left\{w_{1}, \ldots, w_{\tau}\right\} \rightarrow\left\{w_{1}, \ldots, w_{\tau}\right\}
$$

by declaring that $\Omega$ sends the $h$-head of any word $\omega$ as above to its corresponding word $w^{\prime}$. Since the language $\mathcal{L}$ is factorial, this implies that, for any integer $r^{\prime} \geqslant 1$, for any $i \in\{1, \ldots, \tau\}$, and for any $u \in \mathcal{L}\left(\Lambda+n+r^{\prime}\right)$ such that $w_{i}$ is the $h$-head of $u$, the word $\Omega^{r-1}\left(w_{i}\right)$ appears to be the subword of $u$ obtained by taking $h$ consecutive letters starting from any position $r \in\left\{1, \ldots, r^{\prime}+1\right\}$. Here, the sequence

$$
\begin{equation*}
w_{i}=\Omega^{0}\left(w_{i}\right), \Omega^{1}\left(w_{i}\right), \Omega^{2}\left(w_{i}\right), \Omega^{3}\left(w_{i}\right), \ldots \tag{4.3}
\end{equation*}
$$

gives the iterations of $\Omega$, and it remains to note that (4.3) has a period of the length $\lambda \leqslant \tau$ starting from the $(\tau-\lambda)$-th power iterate or earlier. Here, the addition of

$$
\left\lfloor\rho_{i} \mid / \tau\right\rfloor= \begin{cases}1, & \text { if }\left|\rho_{i}\right|=\tau  \tag{4.4}\\ 0, & \text { otherwise }\end{cases}
$$

to the upper bound on $\left|u_{i}\right|$ in the item (i) comes from the fact that, in the case $\lambda=\tau$, the periodic behavior of the sequence (4.3) starts from $w_{i}=\Omega^{0}\left(w_{i}\right)$ already, but we cannot include the $h$-th letter to the period $\rho_{i}$ as in the item (ii) of the conclusion because $u_{i}$ should be of the length at least $h$ due to the corresponding item (o). Therefore, we should deal with the periods starting no earlier than from the first power iterate in (4.3), which explains the term (4.4) in the item (i).

Summing up the results of Lemmas 22 and 29, we get the following.
Lemma 30. There exist $\rho_{1}, u_{1}, \ldots, \rho_{\tau}, u_{\tau} \in \mathcal{L}$ such that
(o) $\left|u_{i}\right| \geqslant h$, and the $h$-head of $u_{i}$ is $w_{i}$ for all $i \in\{1, \ldots, \tau\}$,
(i) $\left|\rho_{i}\right| \in\{1, \ldots, \tau\},\left|u_{i}\right| \leqslant h+\tau-\left|\rho_{i}\right|-1+\left\lfloor\left|\rho_{i}\right| / \tau\right\rfloor$ for all $i \in\{1, \ldots, \tau\}$,
(ii) for any integer $q \geqslant \Lambda+2 n^{2}+3 n$, there exist $\overline{\rho_{1}}, \ldots, \overline{\rho_{\tau}} \in \mathcal{L}$ such that

$$
\mathcal{L}(q) \subseteq\left(u_{1}\left(\rho_{1}\right)^{\alpha_{1}} \overline{\rho_{1}} \mathcal{L}\left(n^{2}-\bar{p}\right)\right) \cup \ldots \cup\left(u_{\tau}\left(\rho_{\tau}\right)^{\alpha_{\tau}} \overline{\rho_{\tau}} \mathcal{L}\left(n^{2}-\bar{p}\right)\right),
$$

where, for all $i \in\{1, \ldots, \tau\}$, we have $\left|\overline{\rho_{i}}\right|=\beta_{i}$ with $\left(\alpha_{i}, \beta_{i}\right)$ being the unique integers satisfying $q-n^{2}-\left|u_{i}\right|+\bar{p}=\alpha_{i} \cdot\left|\rho_{i}\right|+\beta_{i}$ and $\beta_{i} \in\left\{0,1, \ldots,\left|\rho_{i}\right|-1\right\}$,
(iii) the chain of the inclusions

$$
O \subset \sum_{i=1}^{1}\left(\operatorname{col} \pi\left(u_{i}\right)\right) \mathbb{F} \subset \sum_{i=1}^{2}\left(\operatorname{col} \pi\left(u_{i}\right)\right) \mathbb{F} \subset \ldots \subset \sum_{i=1}^{\tau}\left(\operatorname{col} \pi\left(u_{i}\right)\right) \mathbb{F}
$$

is strictly increasing.
Proof. We take $\rho_{1}, u_{1}, \ldots, \rho_{\tau}, u_{\tau} \in \mathcal{L}$ as in Lemma 29, so the items (o) and (i) in the current lemma are immediate from the items (o) and (i) of Lemma 29. Also, the point (iii) follows from Lemma 22 and the point (ii) of Lemma 29, so we can focus on the remaining point (ii) of the current lemma. Indeed, we apply Observation 19 to the integer $\bar{p}$ as in Remark 28, and we conclude that the positions

$$
\begin{equation*}
(\bar{p}, q),(\bar{p}+1, q), \ldots,\left(q-n^{2}+\bar{p}, q\right) \tag{4.5}
\end{equation*}
$$

are all steady. Similarly, Observation 19 and Lemma 22 show that the positions

$$
\begin{equation*}
(h+1, q),(h+2, q), \ldots,\left(n^{2}+1, q\right) \tag{4.6}
\end{equation*}
$$

are steady as well. Taking the union of the families (4.5) and (4.6), we conclude that the letters at the positions $\left\{h+1, h+2, \ldots, q-n^{2}+\bar{p}\right\}$ in a word in $\mathcal{L}(q)$ are determined by the $h$-head of that word. Further, in view of Corollary 26 and the item (ii) of Lemma 29, for any integer $m \geqslant 1$, we have

$$
\begin{equation*}
u_{i}\left(\rho_{i}\right)^{m} \in \mathcal{L} . \tag{4.7}
\end{equation*}
$$

We take $m \geqslant q$ to arrange it that the lengths of such words are at least $q$, and, since the language $\mathcal{L}$ is factorial, we conclude that the $q$-heads of the words (4.7) appear in $\mathcal{L}(q)$, which is sufficient to pass to the item (ii) of the current lemma.

We need one further simple general observation to complete the proof. We write rows $M$ to denote the set of all rows of a matrix $M$, and, for two matrix families $A$ and $B$, we write $A \cdot B$ to denote the set of all products $a \cdot b$ with $a \in A$ and $b \in B$. Also, we write $\operatorname{Mat}(m, n, \mathbb{F})$ to denote the set of all $m \times n$ matrices over $\mathbb{F}$.

Observation 31. Let $M \in \operatorname{Mat}(p, n, \mathbb{F}), M^{\prime} \in \operatorname{Mat}\left(p^{\prime}, n, \mathbb{F}\right)$ satisfy $\operatorname{rk} M^{\prime}=p^{\prime}$ and (rows $\left.M^{\prime}\right) \mathbb{F} \subseteq($ rows $M) \mathbb{F}$. Then, for any subset $H \subset \operatorname{Mat}_{n}(\mathbb{F})$,

$$
M \cdot H \mathbb{F}=\operatorname{Mat}(p, n, \mathbb{F}) \text { implies } M^{\prime} \cdot H \mathbb{F}=\operatorname{Mat}\left(p^{\prime}, n, \mathbb{F}\right)
$$

Proof. We have $M^{\prime}=C M$ with some $p^{\prime} \times p$ matrix of the rank $p^{\prime}$ over $\mathbb{F}$, and the result follows as $X \rightarrow C X$ is a surjective mapping $\operatorname{Mat}(p, n, \mathbb{F}) \rightarrow \operatorname{Mat}\left(p^{\prime}, n, \mathbb{F}\right)$.

We proceed with the finale of the argument.
Lemma 32. Let $\left(\rho_{1}, u_{1}, \ldots, \rho_{\tau}, u_{\tau}\right)$ be as in Lemma 30. If $x_{i} \geqslant 0$ is an integer and $b_{i}$ is the smallest integer satisfying $b_{i} \cdot\left|\rho_{i}\right| \geqslant h$, for all $i \in\{1, \ldots, \tau\}$, then

$$
\begin{equation*}
\operatorname{Mat}_{n}(\mathbb{F})=\left(\bigcup_{i=1}^{\tau} \pi\left(u_{i}\left(\rho_{i}\right)^{b_{i}} \mathcal{L}\left(n^{2}-\bar{p}\right) \mathcal{L}\left(x_{i}\right)\right)\right) \mathbb{F} \tag{4.8}
\end{equation*}
$$

Proof. Using the item (iii) of Lemma 30, we split $\mathbb{F}^{n}$ into a direct sum of $\tau$ non-zero subspaces $V_{1}, V_{2}, \ldots, V_{\tau}$ so that, for any $j \in\{1, \ldots, \tau\}$, we have

$$
\sum_{i=1}^{j} V_{i}=\sum_{i=1}^{j}\left(\operatorname{col} \pi\left(u_{i}\right)\right) \mathbb{F}
$$

Further, we write the matrices in $S$ in the basis corresponding to ( $V_{1}, V_{2}, \ldots, V_{\tau}$ ), and hence we get a sequence of non-empty pairwise disjoint sets $\left(I_{1}, \ldots, I_{\tau}\right)$ whose union is $\{1, \ldots, n\}$, and, for any $j \in\{1, \ldots, \tau\}$, all entries outside the rows $I_{1} \cup \ldots \cup I_{j}$ are zero in $\pi\left(u_{j}\right)$. For any such $j$, we define $M_{j}$ as the $\left|I_{j}\right| \times n$ matrix formed by taking the $I_{j}$ rows of $\pi\left(u_{j}\right)$, and we are going to complete the proof by showing

$$
\begin{equation*}
M_{j} \cdot \pi\left(\rho_{j}\right)^{b_{j}} \cdot S^{n^{2}-\bar{p}} \mathbb{F}=\operatorname{Mat}\left(\left|I_{j}\right|, n, \mathbb{F}\right) \tag{4.9}
\end{equation*}
$$

Indeed, for any nonnegative integer $x$, we have

$$
\operatorname{Mat}\left(\left|I_{j}\right|, n, \mathbb{F}\right) \cdot S^{x} \mathbb{F}=\operatorname{Mat}\left(\left|I_{j}\right|, n, \mathbb{F}\right)
$$

and hence, if the condtion (4.9) is true, the right hand side of (4.8) contains a matrix with the arbitrarily chosen entries in the $I_{j}$ rows and with all entries outside the $I_{1} \cup I_{2} \cup \ldots \cup I_{j}$ rows zero. Since $j \in\{1, \ldots, \tau\}$ is arbitrary, we can express any $n \times n$ matrix as a linear combination of the matrices on the right hand side of (4.8), which confirms that the validity of (4.9) is sufficient to complete the proof.

In order to proceed with the proof of the condition (4.9), we define

$$
\begin{equation*}
D_{j}=\sum_{\varkappa=0}^{+\infty} \operatorname{rows}\left(M_{j} \cdot \pi\left(\rho_{j}\right)^{\varkappa}\right) \mathbb{F} \tag{4.10}
\end{equation*}
$$

where the 0 -th power of a square matrix is the identity of the same size, and we get

$$
\begin{equation*}
D_{j} \cdot \pi\left(\rho_{j}\right) \subseteq D_{j} \tag{4.11}
\end{equation*}
$$

immediately. Further, by the item (ii) of Lemma 30, we get the property

$$
\begin{equation*}
D_{j} \cdot \pi\left(w_{\theta}\right)=O, \text { for any } \theta \in\{1,2, \ldots, \widetilde{\jmath}-1\} \tag{4.12}
\end{equation*}
$$

where the choice of the index $\widetilde{\jmath} \in\{1, \ldots, \tau\}$ satisfying the condition that

$$
w_{\tilde{\jmath}} \text { equals the } h \text {-head of }\left(\rho_{j}\right)^{b_{j}}
$$

is possible because $\mathcal{L}$ is factorial. In particular, the condition (4.12) implies

$$
\begin{equation*}
\Delta_{j} \cdot \pi\left(\rho_{j}\right)^{m} \cdot \operatorname{Mat}_{n}(\mathbb{F})=\Delta_{j} \cdot \pi\left(\rho_{j}\right)^{b_{j}} \cdot \operatorname{Mat}_{n}(\mathbb{F}) \text { for all integers } m \geqslant b_{j} \tag{4.13}
\end{equation*}
$$

due to the item (ii) of Lemma 30, where $\Delta_{j}$ is an arbitrarily fixed matrix with the linearly independent rows so that $D_{j}=\left(\right.$ rows $\left.\Delta_{j}\right) \mathbb{F}$. Further, we can consider the restriction of the linear mapping $\left\{X \rightarrow X \cdot \pi\left(\rho_{j}\right)\right\}$ to the subspace $D_{j}$ due to the inclusion (4.11), and the rank of the $m$-th power of such a restriction is the same for all integers $m \geqslant b_{j}$ because of the property (4.13). Therefore, we obtain

$$
\begin{equation*}
\bigcap_{\hat{\imath}=1}^{+\infty} D_{j} \cdot \pi\left(\rho_{j}\right)^{\hat{\imath}}=D_{j} \cdot \pi\left(\rho_{j}\right)^{b_{j}} \tag{4.14}
\end{equation*}
$$

and conclude that the restriction of $\pi\left(\rho_{j}\right)$ on $\widetilde{D_{j}}$ is invertible, where $\widetilde{D_{j}}$ is the linear space in (4.14). In this notation, the definition (4.10) implies

$$
\begin{equation*}
\operatorname{rows}\left(M_{j} \cdot \pi\left(\rho_{j}\right)^{b_{j}}\right) \subseteq \widetilde{D_{j}} \tag{4.15}
\end{equation*}
$$

immediately, and, also,
the rows of $M_{j} \cdot \pi\left(\rho_{j}\right)^{b_{j}}$ are linearly independent
by the item (ii) of Lemma 30. Now we define $d_{j}$ as the dimension of $\widetilde{D_{j}}$ and pick

$$
\widetilde{\Delta_{j}} \in \operatorname{Mat}\left(d_{j}, n, \mathbb{F}\right) \text { so that } \widetilde{D_{j}}=\left(\operatorname{rows} \widetilde{\Delta_{j}}\right) \mathbb{F}
$$

and then, for any sufficiently large integer $\psi$, we get

$$
\widetilde{\Delta_{j}} \cdot \pi\left(\rho_{j}\right)^{\psi} \cdot S^{n^{2}-\bar{p}} \mathbb{F}=\operatorname{Mat}\left(d_{j}, n, \mathbb{F}\right)
$$

by the item (ii) of Lemma 30, which implies

$$
\begin{equation*}
\widetilde{\Delta_{j}} \cdot S^{n^{2}-\bar{p}} \mathbb{F}=\operatorname{Mat}\left(d_{j}, n, \mathbb{F}\right) \tag{4.17}
\end{equation*}
$$

due to Observation 31. Finally, the conditions (4.15) and (4.16) allow an application of Observation 31 in turn to (4.17), and the desired condition (4.9) follows.

A calculation of the lengths of the words in Lemma 32 leads to the main result.
Theorem 33. We have $S^{\ell} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$ for any positive integer $\ell \geqslant n^{2}+2 n-4$.
Proof. We choose nonnegative integers $x_{1}, \ldots, x_{\tau}$ so that $0 \in\left\{x_{1}, \ldots, x_{\tau}\right\}$ and the lengths of all words appearing on the right hand side of (4.8) are equal, and we apply Lemma 32. Therefore, the desired bound can be taken as the maximum length of any word on the right hand side of (4.8) as computed with $x_{1}=\ldots=x_{\tau}=0$ :

$$
\begin{equation*}
\left|u_{i}\right|+b_{i} \cdot\left|\rho_{i}\right|+\left(n^{2}-\bar{p}\right) . \tag{4.18}
\end{equation*}
$$

Indeed, if $\left|\rho_{i}\right| \geqslant h$, then $b_{i} \leqslant 1$ by Lemma 32, and we also have $\left|u_{i}\right| \leqslant \tau+h-\left|\rho_{i}\right|$ due to the item (i) in Lemma 30. Since $\bar{p} \geqslant h+1$ by Remark 28, we get

$$
\begin{equation*}
\left(\tau+h-\left|\rho_{i}\right|\right)+\left|\rho_{i}\right|+\left(n^{2}-\bar{p}\right) \leqslant n^{2}+n-1 \tag{4.19}
\end{equation*}
$$

as an upper bound on (4.18) applicable in the case $\left|\rho_{i}\right| \geqslant h$.
If $\left|\rho_{i}\right|<h$, we get $\left(b_{i}-1\right) \cdot\left|\rho_{i}\right| \leqslant h-1$ by Lemma 32. Also, we have $h<\tau \leqslant n$ due to Remark 25 and hence $\left|u_{i}\right| \leqslant \tau+h-\left|\rho_{i}\right|-1$ by the item (i) in Lemma 30. Finally, we have $\bar{p} \geqslant h+1$ due to Remark 28, and, summing up, we get

$$
\left(\tau+h-\left|\rho_{i}\right|-1\right)+b_{i} \cdot\left|\rho_{i}\right|+\left(n^{2}-\bar{p}\right)
$$

or

$$
\begin{equation*}
n^{2}+(h-\bar{p})+\tau-1+\left(b_{i}-1\right) \cdot\left|\rho_{i}\right| \leqslant n^{2}+2 n-4 \tag{4.20}
\end{equation*}
$$

as an upper bound on (4.18) valid if $\left|\rho_{i}\right|<h$.
We put the results (4.19) and (4.20) together, which gives $S^{\ell} \mathbb{F}=\operatorname{Mat}_{n}(\mathbb{F})$ for any integer $\ell \geqslant \max \left\{n^{2}+n-1, n^{2}+2 n-4\right\}$. The maximum is attained at the second term except the cases $n=1$ and $n=2$, which can be checked separately.

## 5. Concluding remarks

We proved the conjecture $w(n) \in O\left(n^{2}\right)$ proposed in [35] by showing a stronger property $w(n) \in n^{2}+O(n)$. We did not make any specific attempt to improve the $O(n)$ part of our bound because the current technique does not seem to be sufficient to come within an $o(n)$ to the best known lower bound the author is aware of, which is $w(n) \geqslant n^{2}-n$ in [37]. More precisely, the current approach cannot significantly reduce the term $\mathcal{L}\left(n^{2}-\bar{p}\right)$ in the assertions of Lemmas 30 and 32 , and a particular problematic case arises with $(h, \bar{p})=(0,1)$. This situation may appear
if the initial family contains an invertible matrix, and hence we make no significant progress on the bound of $n^{2}-1$ applicable in this case [35]. Indeed, we feel that an $O(1)$ improvement of Theorem 3 can be achieved immediately with a more careful calculation, and an $O(n)$ improvement can be possible with a slight modification of the current technique. Nevertheless, it might or might not be possible that

- our strong results would motivate the search of a particular value of $w(n)$ with potential improvements on the current upper and lower bounds,
- our approach would lead to some progress in the $2 n-2$ conjecture of Paz [19, $33,34,41]$ on the lengths of matrix algebras and other related topics.
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