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Abstract. The purpose of this paper is to indicate the importance of using the 

planar near-rings in the construction of the Balanced Incomplete Block Designs 
(BIBD) of high efficiency, and how the latter can be used for constructing and 
developing error correcting codes. Consequently, an algorithm of a program to 
calculate the incidence matrix and the error correcting codes from a planar near-ring 

will be drawn. 
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1   Introduction and Motivation 

Near-rings are one of the generalized structures of rings. The study and research on 

near-rings is very systematic and continuous. Near-ring have been used since the 

development of calculus, but the key idea behind near-rings was formalized in 1905 

by Dickson who defined the near-fields. Veblin and Wedderburn used Dickson's near-

field  to give examples of Nondesarguesian planes. In late 1930s, Wieland studied 
near-rings, which were not near-fields. Extensive studies about the subject can be 

found in two famous books on near-rings [6] and [7]. Near-rings abound in all 

directions of mathematics and continuous research is being conducted, which shows 

that their structure has power and beauty in all its own. Importantly, the study of the 
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theory of planar near-rings has received momentum in the last decades. Various 

applications of planar near-rings have been applied in different fields (see for example 

[3], [6]). Indeed, the considerable development of the theory of planar near-rings in 

the last decade has been largely due to its strong links with the theory of experimental 

designs, combinatory (see for example [1], [2]) as well as applications of in various 

fields such as group theory geometry and its branches, combinations, design of 

statistical experiments, coding theory and cryptography, and particularly in error 

codes correcting (see for example [5]). The planar near-rings theory is also used in the 
construction of balanced incomplete block designs (BIBD) of high efficiency, as well 

as in the improvement of error correcting codes. 

2   Definitions and terminology 

Recall that a right (resp. left) near-ring is a set N together with two binary operations 

‘+’  and ‘ .’ such that 

( ) ( ,  )i N   is a group (not necessarily abelian). 

( ) ( ,  .)ii N  is a semigroup. 

( )iii For all , , ,  ( ). . .  (   .( ) . . ).x y z N x y z x z y z resp x y z x y x z        

 

Now we remind some definitions and properties of near-rings, for details see [3]. 

 

Definition 1. For a near-ring ( , ,.)N   and ,  a b N , define an equivalence 

relation : on N  by a b:  if and only if xa xb  for all x N . If a b: , we say 

that a and b  are equivalent multipliers. 

 

Definition 2. A near-ring ( , ,.)N   is said to be planar if: 

( ) i :  has at least three equivalence classes, i.e, / 3.N :  

( )ii  For constants , ,a b c N where a  is not equivalent to b , the equation   

       . .x a x b c  has a unique solution for .x N  

 

Example 1. Let 5(Z ,+, ) N   where + is the standard addition + and   is defined 

by: 0 0,  1 2 ,  3 4 4  n n n n n n n          for all Nn  . Then 

1 2 : and 3 4 : so that / 3N : . Moreover, as 2  is not equivalent to 3  and 

the equation 2 3 1x x     has a unique solution 3x  , it follows that N  is 

planar near-ring. 
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Definition 3. A balanced incomplete block design  BIBD  with parameters 

( ,  ,  ,  ,  )v b r k   is a pair ( , ) P B with the following properties: 

( )  i P  is a set with v  elements. 

 1( )  ,  ...,   bii B B B  is a subset of P with b elements are called the blocks  a 

          (BIBD).              

( )iii  Each  iB has exactly k elements where k v each unordered pair  ,  p q    

          with ,  p q P ,   p q occurs in exactly  elements in B . 

Each a P occurs in exactly  r sets of B . The term balance indicates that each pair 

of elements occurs in exactly the same number of block, the term incomplete means 

that each block contains less than v  elements. 

 

The main parameters of  a  BIBD  are ( ,  ,  ,  ,   ) v b r k  and the parameters  

satisfy the following necessary conditions for existence. 

 

 ,

( -1)  ( -1).

vr kb

v r k




 

 
There are good construction methods for obtaining planar near-rings. We exhibit the 

following one, due to J. R. Clay ([1], [2], [3], [4]), which is both easy and most useful. 

 

Theorem 1. Let F be a field of order 
np , where    p  is a prime and let t be a 

nontrivial divisor of 1np  , so   -1 nst p for some s .  Choose a generator   g  

of the multiplicative group of F . Define 
[ ]-. :  sba b a b

tg g g  , where [ ]  sb denotes 

the residue class of a  modulo s . Then ( , ,  . ) tN F  is a planar near-ring with  

   \ 0N N  . 

3    Construction of (BIBD) from planar near-rings 

A planar near-ring can be used to construct  BIBD of high efficiency where by 

high efficiency " "E we mean   
v

E
rk


 , this E is a number between 0  and 1 

and it estimates the quality of any statistical analysis if  0,75 E  the quality is 

good. 
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According to [2], the construction of a  BIBD  from a planar near-ring can be 

obtained as follows: 

 

Theorem  2. 

 Let N be a finite planar near-ring and     ,  ,  0 , B aN b a b N a     

then ( ,  ) N B is a  BIBD  with parameters 
( 1)

( ,  , 1,  ,  1)
v v

v v k k
k


   

where v N   and k  is the cardinality of  each aN 
 with 0a  . 

 

It is often convenient to represent a (BIBD) by means of an incidence matrix. This is 
especially useful for computer programs. Here we recall the definition of an incidence 

matrix.  

 

Definition 4. Let ( , )P B  be a (BIBD) where  1,....., vP p p  and 

 1,....., .bB B B  The incidence matrix of   ( , )P B  is the  v b  matrix 

( )ijM m defined by the rule    


0 , otherwise.

1 , if  i jp B

ijm


  

 

The incidence matrix M  of a ( , , , , )v b r k  -BIBD satisfies the following 

properties: 

 )i   every column of  M contains exactly 
'' ''1 .k s  

)ii   every row if M contains exactly 
'' ''1 .r s  

)iii   two distinct rows of  M  both contain 
'' ''1 s in exactly  columns. 

 

 
Our aim in the following example is to construct a (BIBD)  and  its incidence matrix. 

 

Example  2.  Let  5 2(Z ,+, . ) N  where ‘ ’and  ‘ 2. ’ are defined  by: 
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  

0 1 2 3 4 

0 0 1 2 3 4 

1 1 2 3 4 0 

2 2 3 4 0 1 

3 3 4 0 1 2 

4 4 0 1 2 3 

 

 

and  
 

2.  0 1 2 3 4 

0 0 0 0 0 0 

1 0 1 1 4 4 

2 0 2 2 3 3 

3 0 3 3 2 2 

4 0 4 4 1 1 

 

 

It is easy to check that N is a planar near-ring. In the multiplication table above we 

observe that  

2 5 2 5 2 5 2 51. 4.    and    2. 3.Z Z Z Z      

Then the blocks given by the relation 2 5.  ( 0)a Z b a    are: 

 

     1 2 5 2 2 5 3 2 51. 0 1,4 ,    1. 1 2,0 ,    1. 2 3,1 ,B Z B Z B Z          

     

     

 

4 2 5 5 2 5 6 2 5

7 2 5 8 2 5 9 2 5

10 2 5

1. 3 4,2 ,    1. 4 0,3 ,    2. 0 2,3 ,

2. 1 3,4 ,    2. 2 4,0 ,    2. 3 0,1 ,

2. 4 1,2 .

B Z B Z B Z

B Z B Z B Z

B Z

  

  



        

        

  

 

 

Then ( , )N B  is a (BIBD) with the parameters ( ,  ,  ,  ,  ) = (5,10,4,2,1).v b r k   

The incidence matrix of this design is the following 5 10 incidence matrix: 
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0 1 0 0 1 0 0 1 1 0

1 0 1 0 0 0 0 0 1 1

0 1 0 1 0 1 0 0 0 1

0 0 1 0 1 1 1 0 0 0

1 0 0 1 0 0 1 1 0 0

BM

 
 
 
 
 
 
 
 

 

 

4   Construction of error correcting codes from (BIBD)  

 

The main goal of coding theory is the following: given some alphabet A , a message 

over  A  is a word 
1 2.... ka a a of length k . If this transmitted over a “long” channel, 

error might occur at the receiver’s end. In order to detect and correct these messages, 

they will be encoded (= prolonged) to 1 2 1.... ....k k na a a a a  before transmission. The 

test symbols 
1....k na a

are to be computed in some way from 1,....., ka a so that, for 

each other message 1..... ,nb b  the resulting codewords 
1.... na a  and 1.... nb b are 

distinct,  in this way, a small number of errors can be detected and even corrected. 

The Hamming distance 1 1( .... , .... )n nd a a b b of two codewords is the number of 

places  i  in which ia and ib differ. The Hamming weight 1( .... )nwt a a of 1.... na a  is 

the number of places  i  where 0 (if  0 A).ia    A code C of length n  is a set 

of codewords of length n , its minimal distance drain ( )C  is the minimal distance 

between two different codewords. If min ( )d d C then up to  1d   errors can be 

detected and up to 
1

2

d  
 
 

 errors can even be corrected. Of course, one wants 

n k  to be small and  d  to be large. These are contradicting goals, and one seeks 

“optimal compromises”. If  A  is a field and C a subspace of  
nA  then C  is called a 

linear code. If 2A Z , then C is called a binary code.  All our codes will be binary; 

for more on codes see, e.g.,[8].  

 

Now using the planar near-rings one can construct error correcting codes from BIBD). 
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 Indeed, by taking either the rows or columns of the incidence matrix of such a 

(BIBD) one can obtain error correcting codes with several features. 

   

Theorem 3 ([5]). The rows and the columns of the incidence matrix can both be 

viewed as a binary code, called the row code 
rowBC (column code

colBC , respectively) 

of  .B  

 

Proposition  1 ([5]).  Let the notation be as in definition 4. 

a) 
rowBC  has v  codewords of  length b , equal weight r and minimal distance     

     2( )r  . 

b)  
colBC   has b codewords of length v , equal weight k  and minimal distance     

        ( )k m , where maxi j i jm B B  . 

c)   Neither 
rowBC  nor 

colBC  can be linear. 

 

Example 3. From the incidence matrix of example 2, we can extract a row code with 

5 codewords and each codewords is a row of the incidence matrix of length 10, 

weight 4 and minimum distance is 6. Similarly, we can extract a column code with 10 

codewords, and each codewords represents a column of the incidence matrix of length 

5, and its weight 2 and minimum distance is 1. Hence the row code can detect 5 errors 

and correct 2 errors, and the column code doesn’t detect and doesn’t correct any 
errors. In this example, we conclude that the row is more efficient than the column 

code. 

 

Now, our main result is to find an algorithm to construct error correcting codes from 

planar near-rings. It also determines the number of errors which can be detected by 

these codes and the number of possible corrections for each code. For this, it suffices 

to find the incidence matrix of planar near-rings. It should be noted that the proposed 

algorithm will be based on Theorem 1 and Theorem 2. 

Algorithm. 

Input: m integer number 

Output:  an incidence matrix. 

If  
nm p , then  

1.  Define a field F of order 
np . 

)i    :t  divisor of  1np   such that 1nst p  . 

)ii   :g  multiplicative generator of  F . 

http://www.ijmes.com/
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2. Define law ‘ .t ’ Such that: [b]. : sa ba b

tg g g   , where [ ]sb denotes the 

residue class of   modulo s.b  Then ( , ,  . )tN F   is a planar near-ring. 

 

3.  The construction of  BIBD. 

    )   {  | , ,  0}.a B N N         

    

)   ( )

      k ( )

( 1)
      b

      r 1

      1

b v card N

card N

v v

k

v

k














 

 

 

 

   ( , , , , )v b r k   parameters  of  (BIBD) - ( , ).N B  

 

4. The construction of  incidence matrix. 

      For 1:i v  

           For 1:j b                

1 , if   where  and 

0 , else.{ i j i jn B n N B B

ijm
  

  

          end For. 

     end For. 

 

else 

 

► Decompose m  into prime factors  

►Initialize 
nm p  where p  is the largest prime factors in the decomposition. 

►Return  to step 1. 

 

end If. 

 

Example 4. If you use the program of this algorithm by taking 11p  , then  

2,  5t s  and 2.g   Moreover, we find the following results: the incidence 

matrix is of order 11 22 contains only 0 and 1: 
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0 0 1 0 0 0 1 1 1 0 1 0 1 0 1 1 1 0 0 0 1 0

1 0 0 1 0 0 0 1 1 1 0 0 0 1 0 1 1 1 0 0 0 1

0 1 0 0 1 0 0 0 1 1 1 1 0 0 1 0 1 1 1 0 0 0

1 0 1 0 0 1 0 0 0 1 1 0 1 0 0 1 0 1 1 1 0 0

1 1 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 1 1 1 0

1 1 1 0 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 1 1 1

0 1 1 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 1 0 1 1

0 0 1 1 1 0 1 0 0 1 0 1 1 0 0 0 1 0 0 1 0 1

0 0 0 1 1 1 0 1 0 0 1 1 1 1 0 0 0 1 0

incm 

0 1 0

1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 0 1 0 0 1

0 1 0 0 0 1 1 1 0 1 0 1 0 1 1 1 0 0 0 1 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

        The incidence matrix of this example, we extract a row code with 11 codewords 

and each codewords is row of the incidence matrix of length 22, weight 10 and 

minimum distance is 12. Similarly, we extract a column code with 22 codewords , and 

each codewords represents a column of the incidence matrix of length 11, and its 

weight 5 and minimum distance is 2. Hence the row code can detect 11 errors and 

correct 5 errors, and the column code can detect a single error but it doesn’t correct 

any error. On the other hand we found that the effectiveness of this (BIBD), 

0.88 0.75E   ,  thus indicating that its quality is good. 
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