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Abstract—Human beings produce thousands of facial actions 

and emotions in a single day. These come up while 

communicating with someone and at times even when alone. 

These expressions vary in complexity, intensity, and meaning. 

This paper proposes a novel method to predict what emotion is 

being expressed by analyzing the face. The algorithm, because of 

the speed of execution, could also be used for micro expression 

analysis. 11 fiducial points are taken on the image after a face 

recognition algorithm is used. 7 classes of images are formed. 

These classes are the main expressions: sadness, happiness, 

anger, fear, disgust, surprise and neutral. Training is done by 

studying the relationship between the fiducial points for each 

class of image. Using this relationship a new image is classified by 

making use of the k-means algorithm. 
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I. INTRODUCTION 

Face recognition and analysis is a study that has been going on 

for many years. Applications for face recognition range from 

commercial ones to security. However, a system must be 

trained to recognise a face. Even if trained there are a number 

of factors that limit the opportunity to recognise a face as 

shown in [1]. These include: image quality, lighting conditions 

of the image etc. There are different methods that are available 

for face recognition, as mentioned by Zhao et al [2]. The two 

main approaches in these are: the holistic approach and the 

feature extraction approach. 

 
In case of the holistic approaches, face recognition is done by 

making use of a single feature vector, that represents the 

whole face image. Examples of holistic approaches are the 

fiducial points as proposed by Gowda et al [3], the linear 

discriminant analysis as proposed by Martinez et al [4], using 

LS-SVM as proposed by Gowda et al [5], the bayesian 

intrapersonal classifier as proposed by Moghaddam et al [6], 

and the classifiers trained by Neural networks as proposed by 

Rowley et al [7]. 

 

From here on in, facial expression analysis refers to computer 

systems that make an attempt to automatically analyze and 

recognize facial motions and facial feature changes from 

visual information. Sometimes facial expression analysis has 

been confused with emotion analysis. For emotion analysis, a 

higher level knowledge is required. For example, although 

facial expressions do convey emotion, they can also express 

intention, cognitive processes, physical effort etc. 

Interpretation is further aided by context, voice, body gestures, 

individual differences. Computer facial expression analysis 

systems need to analyze the facial actions regardless of 

context, culture, gender, and so on. 

 
The accomplishments in the related areas for example 

psychological studies, human movement analysis, face 

detection, face tracking and recognition make the automatic 

facial expression analysis possible to a very high degree. 

Facial expression analysis includes both measurement of  

facial motion and recognition of expression. The general 

approach to automatic facial expression analysis (AFEA) 

consists of three steps: face acquisition from image, facial data 

extraction and representation of that data, and last facial 

expression recognition. 

 

Face acquisition is a pre-processing stage to automatically 

determine the region containing the face for the input images 

or sequences. It can be a detector to detect face for each frame, 

or just detect the face in the first frame and then track the face 

in the case of a video sequence. After the face is located, the 

next step is to extract and represent facial changes caused by 

facial expressions. 

 

In facial feature extraction for expression analysis, there are 

mainly two different types of approaches namely geometric 

feature-based methods and appearance-based methods. The 

geometric facial features represent the shape and locations of 

facial components (example eyes, brows, nose, etc.). The 

facial components or feature points are extracted to form a 

feature vector that represents the face geometry. With 

appearance-based methods, however, image filters, such as 

Gabor filters are applied to either the whole-face or part of a 

face image to extract a feature vector. 

 

Chapter 2 presents an outline about recent trends in both 

fiducial points detection and also facial expression analysis. 

Chapter 3 talks about the proposed algorithm. Chapter 4 

shows us the results of the algorithm and compare it with 

some of the recent, most efficient ones. Chapter 5 talks about 

the conclusion of the entire experiment and what possibilities 

remain to make the algorithm possibly even more efficient 

than it currently is. 



II. RELATED WORK 

Gowda et al. [8] worked on color images instead of gray scale 

and found that the color components in color images provides 

more information than gray scale images. They introduced a 

tensor perceptual color framework (TPCF) for the facial 

expression recognition (FER), which is based on information 

contained in color facial images. The TPCF enabled multi-

linear image analysis in different colour spaces, and 

demonstrates that colour components provide additional 

information for robust FER. Saeid Fazli et al. [9] found that in 

their study if the number of samples is less in comparison to 

the dimensionality of the image then Linear Discrimination 

Analysis (LDA) alone is insufficient for feature reduction. To 

increase the performance Principal Component Analysis 

should be used before LDA. 

 
Li et all [10] proposed a cascade of fixed filters and trainable 

non-linear 2-D filters, which were based on the biological 

mechanism of shunting inhibition. The fixed filters were used 

to extract the primitive features, whereas the adaptive filters 

were trained to extract the more complex facial features for 

classification by SVMs.  

 

Zhang et al [11] proposed a unified framework for a 

comparative study on the widely used texture (LBP, Gabor) 

and geometric features using Adaboost, mRMR and SVM 

feature selection algorithms. Their experiments on the 

demonstrated the benefits of fusing geometric and texture 

features. 

 

Gao et al [12] presented a methodology for facial expression 

recognition from a single static image by using line-based 

caricatures. The recognition process was completely 

automatic. It also addressed the computational expensive 

problem and was thus said to be suitable for real-time 

applications. The proposed approach used structural and 

geometrical features of a user sketched expression model to 

match the line edge map (LEM) descriptor of the input face 

image.  

 

Tian et al [13] developed an Automatic Face Analysis (AFA) 

system to analyze facial expressions based on both the 

permanent facial features such as brows, eyes, mouth and the 

transient facial features such as deepening of facial furrows in 

a near frontal-view face image sequence. The AFA system 

recognized fine-grained changes in facial expression into 

action units (AUs) of the Facial Action Coding System 

(FACS), instead of a few prototypic expressions. This was 

shown to be better than the compared algorithms in terms of 

accuracy. 

 

Gowda et al [14] proposed using an ensemble of deep learning 

models for obtaining best accuracy. They used it in an action 

recognition model. Another important part of this experiment 

is determining the fiducial points of an image. The amount of 

research work being done to detect fiducial points on the face 

is constantly increasing as shown by Waldir et al [14].  

 

In recent times, the approaches for this purpose could be 

divided into two main categories: local and global. In local 

methods individual fiducial points are detected and then 

processed and no additional information is needed or utilised. 

The global methods are characterized by detecting more fiducial 

points in comparison, for this they use deformable models, less 

susceptible to pose and illumination variations than local 

methods. 

 
The design of a classifier is probably the most important stage 

of a fiducial point detection algorithm. In this stage, several 

different machine learning algorithms could be used as shown 

by Gowda et al [15]. Particularly, some studies use a 

classification method called Support Vector Machine. The 

mathematical formulation of the SVM is obtained by 

optimization problem with restrictions. 

 
There are many recent papers with regards to SVM. For 

example, Silva et al [14] propose a face recognition subsystem 

framework that makes use of fiducial points detection. The 

detection of the fiducial points is a combination of two 

different techniques. The first is by using Gabor filters 

coefficients for local detection and then following is the use of 

a human face anthropometric measurement. 

 
The system proposed by Araujo et al [16] also explores the 

same problem. The authors used classifiers based on Inner 

Detector Product correlation filters. These filters are designed 

by making use of principal components. In [17] Eduardo et al 

proposed the use of a SVM mathematical formulation called 

C-SVC (Support Vector Classification) [18], for fiducial point 

detection. 

III. PROPOSED ALGORITHM 

Before The detection of Fiducian points follows after two 

steps: training and testing. First the SVM is trained using a set 

of 497 images taken from the JAFFE database[21] and the AR 

database [23] .  

 

Next a new image is taken as a testing image and then the 

testing is done. In any case the first step is the pre-processing 

step. The pre-processing step is composed of two different 

stages. First the face is detected using the Viola Jones 

algorithm as proposed by Viola et al in [20]. Next the face is 

made to scale to a 320x240 image to obtain a clearer image 

consisting only of the facial features. 

 

In the training stage first, the image is pre-processed. To 

determine the position of Fiducian points we find areas of high 

probability of its occurrence by using a Gaussian Mixture 

Model inspired by the mathematical derivations in [14]. 

 
This Gaussian Mixture model(GMM) consists of 4 models 



developed around the Gaussian prior model(GPM) by 

changing the parameters of the prior model to accommodate a 

larger set of points into the classification with higher accuracy. 

 
A candidate to any fiducial point with a label q in the image, 

having coordinates equal to y, is considered to be inside the 

ellipse that is defined by the Mahalanobis distance to the 

average of all the fiducial points in the training set, given by 

(3): 

 

 

Fig 3. Relationship between ficudial points 
 

 
label(w)=q 

(1)  
The yellow dots in the image represent the centroid of that 

X is the random vector whose realisation is equal to the 

ficudial points, is the vector mean and ∑X is the covariance 

matrix of X. 

 

Next we use a Wiener filter to remove some noise and focus 

on each facial feature to obtain the fiducial points of that 

feature. Each block is represented as Az and is usually of the 

size 13x13. 

 

Further in Figure 1 we can see a sample picture being taken 

and the resulting output of each phase can also be seen. 

 
 

 

Fig 1. Training block diagram 

The end output of determining the fiducial points is as shown 

in Figure 2. 
 

 

Fig 2 (a) original face (b) face with fiducial points 

 
7 clusters of images are formed manually. This is done by 

taking 25 images corresponding to each expression: sadness, 

happiness, anger, fear, disgust, surprise and neutral. So 175 

images in total are used for the training purposes. It is easy to 

obtain a geometric relationship form the fiducial points 

obtained. Figure 3 shows a sample on the way the fiducial 

points were treated with regards to the algorithm. 

particular region. 2 variables are needed for the classification: 

one that keeps note of centroid of region 1 and another for 

region 2. 25 images of each expression are subject to the same 

procedure. So 7 clusters are formed in this way. Each cluster 

having 2 variables representing it say Ci1 and Ci2 where i 

stands for the number of any 1 particular cluster. Hence when 

a new image is going to be tested, first the fiducial points are 

obtained and the values of centroids are calculated. Using 

these values the image is classified to one of the 7 clusters 

using k-means or in this case 7-means. The 2 relationship 

between the centroids relative to the coordinate of each 

fiducial point will in turn give us an expression. The relation 

we use is the average distance of each point in a region from 

the centroid. 

 
IV. EXPERIMENTAL ANALYSIS 

 

We compare the algorithm for the same JAFFE database and 

AR database with 4 other algorithms namely: SVM with a 

Radial Basis Function (RBF), Template matching with LBP 

features, LDA with PCA [9] and Gabor Filter based [11]. We 

construct the confusion matrix for each process to determine 

the strength and accuracy of the algorithm. Table 1 represents 

the confusion matrix for [22]. 

 

Table 1. Confusion matrix for template matching with LBP 

features [22] 
 



 

 
 
 

Table 2 represents matrix for SVM with RBF. 

 
Table 2. Confusion matrix for SVM with RBF 

 

 

 

Table 3 represents confusion matrix for Gabor filter related 

algorithm. 

 
Table 3. Confusion matrix for Gabor filter related [11] 

 

 
Table 4 represents the confusion matrix for LDA and PCA 

algorithm proposed in [9]. 

 

Table 4. Confusion matrix for LDA+PCA [9] 

 

 

 

 

 

 

 

As can be seen from the confusion matrices, the gabor filter 

related method and the LDA and PCA combined algorithm 

perform best among the selected algorithms. Now table 5 

corresponds to the confusion matrix for the 7 emotions by the 

proposed algorithm. 

 
Table 5. Confusion matrix for proposed algorithm 

 

Table 6 provides a comparison of all the algorithms in terms 

of their accuracy. This accuracy is calculated by considering 

true positive percentage for each expression and adding this 

percentage for all 7 expressions and dividing this sum by 7. 

 

Table 6. Different types of model Results comparison 
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