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Abstract It has been for more than a century that in the modern physics campus classical physics is chided as being incapable of proposing convincing explanation on the photoelectric effect. However, to this author, there appears some interesting evidence that witnesses the opposite. As the number one evidence, Fig.01 in the text portion of this article shows many curves defying the linearity supposedly entitled on them by the equation $E_{max} = hf - W$, which is proposed based on the concept of photon, or quantum in explaining the photoelectric effect. Contrary to the chiding from the modern physics, as we will see, classical physics, relying on the assumption of existence of Aether, can explain the geometry behavior of all these curves, while exposing the self-refutation nature of the equation $E_{max} = hf - W$. This author believe that classical physics has shown us an abundance of credits for it to reclaim its authority in the study of physics. If we ever apply it and found it fails us, do not blame classical physics, but reexamine our work!
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1. The Five Arguments

Argument One  Einstein’s renowned photoelectric equation is challenged by experiment data.

So far, the theory behind Eq. 01 below, proposed by Einstein, is the most prevalent theory in modern physics in explaining the photoelectric phenomenon

\[ K_{\text{max}} = hf - W \]  
\[(Eeq. 01)\]

where \( K_{\text{max}} \) is the kinetic energy carried by a photoelectron flying toward the anode, \( h \) is the Planck’s constant, \( f \) is frequency, and \( W \) is the work function. The Planck’s constant is therefore the slope of Eq. 01. Is this equation universally true? Fig. 01 gives a negative answer.

Source credit
https://www.hamamatsu.com/resources/pdf/etd/Phototubes_TPT1001E.pdf

Fig. 01
Every curve in Fig. 01 show drooping more and more toward higher and higher frequency, i.e., shorter and short wavelength of the incident light. Even more severely, at the very high frequency end, the supposed kinetic energy of the flying electrons, interpreted from the value of current, gets more and more reduced. Take curve 6 for example. Its linearity can be said best kept only between 360 nm \((8.33 \times 10^{14} \text{ Hz})\) and 330 nm \((9.09 \times 10^{14} \text{ Hz})\). Beyond 330 nm, the slope begins prominently deviated from the previous slope. At 260 nm \((11.54 \times 10^{14} \text{ Hz})\), the curve begins going flat. At 180 nm \((11.54 \times 10^{14} \text{ Hz})\), the curve goes downhill, meaning current, or equivalently the supposed \(K_{max}\), rapidly diminishes; the concept of Planck’s constant is made completely disappear. Indeed, even in the segment between 360 nm and 330 nm, the curve’s slope shows no constant value but varies, although barely noticeable. When all these curves show so dominantly deviated from what Eq. 01 preaches, how can we accept this equation as having been written by a correct theory?

The theory guiding the establishment of Eq. 01 is not only challenged by experimental data, but it also provokes challenges against itself. Let us examine the following few more arguments.

**Argument Two**  *The theory of relativity fails to support the concept of quantum.* Overwhelmingly, photon has been advocated in modern physics to exist as quantum, which means a certain kind of material that is in the form of pure energy and with zero rest mass. That material can have zero rest mass is promoted and warranted by Einstein’s relativity. If relativity can be shown as being self-refuted, the concept of zero rest mass for material will lose its base to stand. Subsequently, the concept of quantum loses its strongest protective umbrella. So unfortunately to this concept, indeed, relativity is self-refuted [1].

**Argument Three**  *The concept of photon itself is self-refuted.* If photons are said to be packets comprising the moving train of light, then, by what a packet means, photons must be separated between each other within the train, both timewise and space-wise. So separated, if true, but due to the light’s nature of being a wave, there must be at least one extra wave propagating along with this train of light, or train of packets. This extra wave must have frequency that is different from what each light packet carries. It is such extra wave that plays the role to suppress the train of light every so often space-wise and timewise. In other words, the existence of packets in a light train can only stir up wave interference. Interference of waves must produce beat. Has the science world ever claimed that beat is inevitable in any beam of pure light? Someone may object to this analysis with an argument that if the packets can randomly distribute themselves in the train of light, obvious beat cannot be found in our observation. However, a laser beam is a beam of pure light with well controlled coherence over phase when emitted. Who has detected any beat in laser light? Therefore, with the absence of beat in a light train, no separation within a finite light beam can be declared, and subsequently the possibility for packet to be distinguished between one and another is removed.

**Argument Four**  *The explanations proposed by modern physics between photoelectric effect and Compton effect fail each other.* According to the popular explanation based on quantum, upon absorbing the energy and momentum from a photon from the anode direction, an electron is excited to fly away from the cathode toward the anode (Fig. 02). This explanation literally gives
people an idea that a recipient of certain momentum must move in a direction opposite to what the momentum exerts. Why must momentum carried by photon violate Newton’s mechanical principle? Either it is the photon itself directly violates the principle, or the electron becomes weird because of the influence of the photon. Maybe someone argues that it is how the electron is destined to do because of the bias voltage between the two electrodes. The problem is that, as witnessed by segment b of the curve in Fig. 03, the flying also happens even when the bias voltage in many cases is zero or even negative. Besides violating the Newton’s mechanical principle, the theory behind Eq. 01 also presents a challenge to the explanation on Compton effect, which also needs the concept of quantum to pave the way for people’s acceptance.

In explaining the secondary wavelength found in the scattered X-rays (Fig. 04), Compton first listed the following two equations according to the principle of conservation of momentum from Newton’s mechanism theory:

\[ p_0 = p_1 \cos \theta + p \cos \varnothing \]  \hspace{1cm} (Eq. 02)

\[ p_1 \sin \theta = p \sin \varnothing \]  \hspace{1cm} (Eq. 03)

where Eq. 02 contains all the momentum components projected on the X-axis and Eq. 03 contains all the momentum components projected on the Y-axis and further, all \( p \)'s are symbols for momentum.
Disregarding Compton’s application of relativity in his further work (omitted here) on this topic, at least he felt only Newton’s mechanics principle could warrant him to have these two equations correctly established. Obviously, in so pursuing, neither the secondary X-ray photon nor the scattered electron was assumed by him to move in the direction against the movement of the incident X ray photon.

The explanations from the photoelectric effect and Compton’s scattering effect share one thing in common: an electron is excited by an incoming photon and resulted in a change of its location as well as moving state. However, both explanations thus have forced us to select one, and one only, from the following choices as a correct conclusion:

1. Both explanations are mistaken,
2. One of them is mistaken and the other one is correct,
3. They both are correct.

It is obvious that choice (3), a choice for a contradicting pair, cannot be a correct conclusion, although it is a choice firmly held by the modern physics. Then, how correct the choice (1) or (2) would be? It is the purpose of this article to find out.

**Argument Five**  About a *Finite Linear Dimension for a Quantum*. If a light beam has finite length, the total energy contained by this beam must be finite. Then, if the energy carried by each quantum is also finite, quantum theory must accept that the number of quanta, or photons, in this beam must be finite, regardless of how huge this number can be. All these must lead to
conclude that each quantum must have finite spatial dimension. So far, this author is unable to find article from any authoritative science institution showing firm information regarding the finite dimension of a quantum. When a reader tries to pursue this information, the answer usually is vague, such as” do not take it too literally”. On the other hand, however, if the contemporary popular explanation on the photovoltaic effect based on quantum is correct, such information is indisputably revealed in such explanation. We will find it out at the end of this article. Sadly, though, the finding can only come back to jeopardize the quantum theory’s claim.

2. What Is There Helping the Electron’s Defiance?

When the atomic structure is explored, the contemporary science dominantly believes that all electrons in an atom have high-speed circular orbital movement surrounding a nucleus. Relying on the centrifugal force produced by the orbital movement is how these electrons can successfully resist the attractive Coulomb force from the nucleus. Now, a question cannot help but presents itself to us: How reliable is such force in helping each electron sustain its orbital movement about the nucleus? It is also said that each electron has many different sizes of orbit. Jumping from one orbit to another, the electron releases (or absorbs) energy, which becomes light that gives us information about its orbit jumping. How compatible is such a view of light creation to our comprehension on how EM (electromagnetic) waves are created? We all know that light is EM waves with wavelengths in the visible range.

For an electron that jumps back and forth one time between the same two locations in one second, we say it would produce an EM pulse of 1 Hz. If it repeats the same manner of jumping multiple times in a longer time, we say it creates an EM wave of 1 Hz. The same logic would lead us to some statement like this: for an electron that jumps back and forth 1 × 10^{15} time in one second between the same two locations, we say it would produce an EM wave of 1 × 10^{15} Hz. Then, here comes the trouble if it is said that a light being produced due to the orbit jumping has a frequency of 1 × 10^{15} Hz. Concerning such light, which of the following statement is true?

(1) The electron completes the orbit jumping only one time, but instead of producing a pulse of 1 Hz, it produces a wave with a rate of certain kind of variations, such as \(1 \times 10^{15}\) (crest +trough), per second.

(2) The electron completes the back and forth jumping between the same two orbits at a rate of \(1 \times 10^{15}\) time/second. The light is produced on its way between the two orbits, but the orbital movement itself produces no light.

Statement (1) is obviously unacceptable because in the one-time pulse we find no source that could have driven the happening of certain kind of variation to be repeated \(1 \times 10^{15}\) times per second. Statement (2) obviously fails to include the time needed for the completion of the orbital movement in the frequency calculation. It is unacceptable either. As a matter of fact, the concept
of light produced due to or between orbital jumping is not found having been proven by experimental fact even though such claim has been circulating for a century.

So, if the above two statements cannot stand well, but the orbital movement must be imagined as the only mechanism to maintain the electron’s independent life in an atom, why not just allow the orbital movement itself to possess the capability of light producing? In this way, light is given birth in a way more compatible to what we understand how EM wave is agitated to appear. So, after completing one orbit about the nucleus, the electron completes one period of movement and comes back to the same orbital starting point. As it moves, it must cause change of electric field in its vicinity. Subsequently another electron a distance away from this circulating one, if close enough, must sense an electric field variance coming at its way. The frequency it senses about the pace of this variation must match the periodical displacement made by the circulating electron. Of course, it is commonly known that nature must couple the change of an electric field with a change of magnetic field. So, with an angular speed of \(1 \times 10^{15} \text{(2\pi)/second}\) about the nucleus, this circulating electron lets the other electron at a distance away sense an EM radiation of frequency of \(1 \times 10^{15} \text{ Hz}\). Because the variation is caused by a circular movement, the variation sensed by the other electron is therefore a wave that can be described by a sinusoidal equation. Next, let us further using some data related to a sodium atom to continue our exploration.

The characteristic wavelength \(l\) of sodium-vapor lamp is 589 nm. The frequency matching this wavelength is \(5.09 \times 10^{14} \text{ Hz}\). The radius of a sodium atom is 0.227 nm. If an electron in a sodium atom is to generate a light wave of frequency of \(5.09 \times 10^{14} \text{ Hz}\), it must complete \(5.09 \times 10^{14}\) cycles of orbital movement in one second. Assuming the electron having been revolving about the nucleus on the biggest orbit in the atom, the linear speed \(v_e\) of the electron so moving is

\[
v_e = 2\pi \times 0.227 \times 5.09 \times 10^{14} \text{ nm/sec} = 726 \text{ km/sec} \quad (\text{Eq. 04a})
\]

The centrifugal force \(F_c\) experienced by this electron should be

\[
F_c = m_e \cdot \frac{(726 \text{ km/sec})^2}{0.227 \text{ nm}}
\]

\[
= 2.11 \times 10^{-29} \text{ N} \quad (\text{Eq. 04b})
\]

where \(m_e = 9.11 \times 10^{-31} \text{ kg}\) is the mass of the electron. Of course, the force maintaining the electron’s orbital movement comes from the Coulomb force \(F_e\) between the electron and the nucleus. Since the number of electrons and the number of protons are always equal in a neutral atom regardless of the atomic number, averaged out, we can assume the Coulomb force acting on the electron in our attention is from one proton. So, we have

\[
F_e = -k \frac{q \times q}{r^2}
\]
\[ k = 9.0 \times 10^9 N \cdot \frac{m^2}{C^2} \]

\[ = -1.014 \times 10^{-7} N \]  \hspace{1cm} (Eq. 05)

where \( k = 9.0 \times 10^9 N \cdot \frac{m^2}{C^2} \) is the Coulomb constant, and \( q = 1.6 \times 10^{-19} C \) is the charge per electron.

Eq. 05 shows that the force \( F_e \) is way bigger than \( F_c \) shown in Eq. 04b. This figures plainly tell us that no centrifugal force produced by orbital movement can be strong enough to enable the electron to defy the Coulomb force from a proton in the nucleus. Something else must be there helping. Then, what is that something?

In reasoning what causes gravity as well as how the frequency shift equation can be concluded from the Ives-Stilwell experiment, a hypothetical substance called Aether no doubt satisfactorily helps us solve the mysteries [2][3]. The solutions on these mysteries should therefore conversely provide us with a strong inference claiming the existence of Aether. The inference is made on the reliance of the omnipresent permeation of Aether in both the microworld and macroworld.

In exploring how Aether as a fluid manifests its presence via gravitational phenomenon, we reason that with respect to any two concentric spherical surfaces of radius \( R_1 \) and \( R_2 \), of which the center is identical to the center of a solid sphere, the pressure (force per unit area, either pushing in or pushing out) over their surfaces maintains the following relationship:

\[ P_1 \left( 4\pi R_1^2 \right) = F_1 = F_2 \]

\[ = P_2 \left( 4\pi R_2^2 \right) \]  \hspace{1cm} (Eq. 06)

where \( P_1 \) is the pressure found on the surface of the \( R_1 \) sphere, and \( P_2 \) is the pressure found on that of \( R_2 \) (Fig. 05), the \( F_1 \) and \( F_2 \) represent the total force over the complete surface of each corresponding sphere.

From Eq. 06, we further have

\[ \frac{P_1}{P_2} = \frac{R_2^2}{R_1^2} \]  \hspace{1cm} (Eq. 07)
Then, we can further apply this relationship to write
\[ F_1 = F_2 = \cdots = F_n = P_n = 4\pi R_n^2 \quad \text{(Eq. 08)} \]
where \( P_n \) is the pressure on the surface of the sphere of radius \( R_n \). As \( n \to \infty \), \( P_n \) on the surface of \( R_n \) is called the intrinsic pressure of Aether, which is a constant. In exploring the reason of gravity, this intrinsic pressure is found to be \( P_0 = 1.0 \times 10^{12} \, kg/cm^2 \). In the world with a linear scale of \( 1 \times 10^{-8} \, m \) or larger, the Aether pressure is considered displaying its intrinsic pressure. With the intrinsic pressure so shown, we can easily find through calculation how the Aether’s pressure can rapidly escalate itself in the world of atoms or in the vicinity of a nucleus.

When chemical elements are in their liquid or solid state, the shortest distance between atoms is usually in the order of \( \times 10^{-10} \, m \). In gas state, the average shortest distance between atoms is in the order of \( \times 10^{-9} \, m \). Since we are studying the sodium vapor light, we can regard the distance between the nucleus and the most remote electron in the atom to be in the order of \( 1 \times 10^{-9} \, m \). At such a distance, the Coulomb force \( F_{cl-1} \) between this electron and one of the protons from the nucleus can be found as
\[
F_{cl-1} = -k \frac{q \times q}{r^2} = -\left(9.0 \times 10^9 N \cdot \frac{m^2}{C^2}\right) \cdot \frac{(1.6 \times 10^{-19} C) \times (1.6 \times 10^{-19} C)}{(1 \times 10^{-9} m)^2} = -0.23 \times 10^{-7} N \quad \text{(Eq. 09)}
\]

At the same distance from the nucleus, the out-pushing pressure \( P_1 \) of the Aether fluid should be
\[
P_1 = \frac{P_0 \times (1 \times 10^{-8} m)^2}{(1 \times 10^{-9} m)^2} = 1.0 \times 10^{19} N/m^2 \quad \text{(Eq. 10)}
\]

The corresponding out-pushing force \( F_{out} \) of Aether exerted on this electron should be
\[
F_{out} = \sigma P_1 = \sigma \cdot 1.0 \times 10^{19} N/m^2 \quad \text{(Eq. 11)}
\]
where \( \sigma \) is the area of the large circle of an electronic sphere (an assumed shape), and this large circle is perpendicular to the radius from the nucleus. However, the out-pushing force is not the floating force for the electron, because, immersed in the fluid, the electron also receives an in-pushing force from the Aether pressure from the other side, in the direction toward the nucleus. The net force difference between the out-pushing force and in-pushing force is the floating force this electron experiences. Detailed calculation of the floating force can be found in Appendix II.
at the end of this article. The outcome of Eq. 11 is just to give us an initial idea what can be a potential candidate in the scene helping the electron resist the sinking caused by the Coulomb force from a nucleus. Centrifugal force is too weak to be the candidate.

3. The Ward Where Light Is Generated

Since a sodium atom has 11 electrons, we cannot simply take what Eq. 05 portrays as the entire scene of the distribution of the Coulomb force interaction between all electrical charge particles in this atom.

In appendix I, there shows an analysis concerning the one electron that is the most remote one from the nucleus for each atom at the surface of a material chunk of sodium. Under the joined action from the Coulomb force from 11 protons and the Aether’s out-pushing pressure contributed by 23 nucleons, this electron has the weakest force bonding it to the atom. If the most remote electron happens to belong to the atoms that form the outmost surface of a material body of sodium, this electron should have high chance to drift away from the grip from its atom. But, of course, eventually at a distance far bigger than the normal radius of a sodium, the coulomb force still catches up and stops it from a spontaneous permanent escape. However, at that specific distance, this electron no longer belongs to the atom which once “claims” owning it. But instead, it belongs to every atom at the outmost surface of the material body. Each of the atoms at the surface has the same fate as the one we just mentioned: their most remote electron drifts away. All these drifting-away electrons form a cloud hovering over the entire material body. The height of their hovering depends on the balance between the Aether’s out-pushing force and the Coulomb force summed up from all the protons and electrons of the entire material body.

Besides the atoms that has formed the outmost surface of the material body, no other atoms would have its electron drifting away. It is because the atoms at the outmost surface, also closely packed together with a radius of 0.227 nm between each other, already organize an envelope of higher pressure of Aether that can present a blockade pushing back any out-drifting electron from inside.

With one electron egressing to the cloud, each of the surface atom together would sure convert the cathode sheet in the photoelectric experiment into a disk of uniform charge $\theta$ per unit area. Comparing to the size of an electron, such a disk can be considered infinite. The electric field $E$ over a surface of an infinite charged sheet is given as

$$E = \frac{\theta}{2\epsilon_0} \quad \text{(Eq. 12)}$$

where $\epsilon_0$ is the permittivity of the free space. Therefore, within quite a big distance from the surface of the cathode sheet, before any bias voltage appears, each electron in the cloud should always experience the same electrical attractive force $F_{el}$ from the cathode, which is
\[
F_{e1} = Eq = \frac{\theta q}{2\epsilon_0} \quad \text{(Eq. 21a)}
\]

For a cathode sheet made of sodium, we have \( \theta = +2.11 \times 10^{13} C/m^2 \) (See Appendix III). Therefore, to this electron, according to Eq. 21a, we have

\[
F_{e1} = \frac{\theta q}{2\epsilon_0} = \frac{2.11 \times 10^{13} C \cdot 1.6 \times 10^{-19} C}{2 \times 8.85 \times 10^{-12} C^2/N.m^2} = 1.9 \times 10^5 N \quad \text{(Eq. 21b)}
\]

If we set the floating force \( F_{fl} \) received by the electron as concluded in Eq. \(- II - 11 \) (from Appendix II) equal to \( F_{e1} \), we have

\[
\frac{40\pi R}{1.0 \times 10^{-8} m - H} \cdot N = 1.9 \times 10^5 N \quad \text{(Eq. 21c)}
\]

where \( R \) is the radius of the electron with an assumed shape of a sphere. Eq. 21c solved with respect to \( H \), we have

\[
H = (1.0 \times 10^{-8} - 6.61 \times 10^{-4} R)m \quad \text{(Eq. 21d)}
\]

Since \( 1.0 \times 10^{-8} m \) is the distance from the nucleus to where the intrinsic pressure dominates (Fig-II-01), and \( H \) is from the electron to where the intrinsic pressure dominates, so, the distance \( l_{e-n} \) between the electron and the nucleus in the outmost surface of the cathode should be

\[
l_{e-n} = 1.0 \times 10^{-8} m - H = 6.61 \times 10^{-4} R \cdot m = 6.61 \times 10^5 R \cdot nm \quad \text{(Eq. 21e)}
\]

It is at about this distance \( l_{e-n} \) from the cathode that an electron receives a balance treatment from two forces acting from opposite direction. In many ways, this range is like a free space to the electron. If it is to move back and forth because of whatever reason at speed \( 726 \text{km/sec} \) (Eq. 04a) and at a frequency of \( 1.0 \times 10^{15} \text{Hz} \), it can have enough room for the freedom. In doing so, each of its one-way trip is

\[
\frac{726 \text{km/sec}}{2 \times (1.0 \times 10^{15} \text{Hz})} = 3.63 \times 10^{-10} m = 0.367 \text{nm} > 0.227 \text{nm} \quad \text{(Eq. 22)}
\]

The figure 0.227nm above is the radius of the sodium atom. In a moving state matching all these data, the electron is producing a blue light, but to produce such light, an electron must first have enough room to oscillate. Now, the room is provided in space away from the entire material chunk. Of course, conversely, an incident blue light will entice the electron to be in a moving state that matches all these data.
In deriving the floating force $F_{fl}$ shown by Eq. II - 11, we only use one nucleon for the center as a reference for all concentric spheres. However, in real life, the floating force that an electron experiences over the cathode surface is a sum of contribution from all nucleons in the entire material body of the cathode although each from different distance. Given all these considerations, $l_{e-n}$ in Eq. 21e should have a bigger value. In other words, the point where the electron experiences balance between forces should be larger than what Eq. 21e shows.

While the electrical force near the surface of an infinite plate keeps constant, the out-pushing pressure of the Aether fluid retains the character of being inversely proportional to distance. Such different behaviors from these two forces lead us to an idea that, at a certain distance from the cathode surface, there should exist a point we call equilibrium point, abbreviated as EQL, between these two kinds of force. At this point the floating force and the Coulomb force acting on an electron are equal to each in magnitude and opposite in direction (Fig. 06). It is this idea that enables us to assert the establishment of Eq. 21c.

The curves drawn based on the behavior shown by Eq. 21a and Eq.II-11 tell us that within the space between the EQL and the cathode surface, the Aether’s floating force is stronger than the electrical force, while in space beyond the EQL and away from the cathode surface, the electrical force is stronger than the floating force.

Let us imagine an electron located at a neutral spot P in a space that is free of any foreign interference, and this electron is shone by a light ray (Fig. 07). At the completion of the first half cycle “a” from a light wave, this electron is forced by the electromagnetic force to relocate to spot Q.
through a distance d. According to the common knowledge in physics about wave, at the completion of the second half cycle “b”, the electron must return to spot P from Q. Frequency of the light waves has no effect on such outcome. However, if the environment of the space is not free, but the electron must overcome certain resistance in its back and forth movement, the situation is different. At the end of the returning trip, the electron should fail to return to spot P. Indeed, it may not even have reached Q due to the energy loss in its forward trip. This pattern of movement should be true to the electrons in the photoelectric effect experiment when excited by light.

With all preceding preparation, we now can explain several characteristic phenomena associated with the photoelectric effect. These phenomena include the following three:

(A) The photoelectric current $I$ is in proportion to the frequency of the incident light $f$, or simply $I \propto f$
(B) There exists a threshold frequency $f_0$ below which no photoelectric current can be produced.
(C) Once the photoelectric current reaching a saturation value, it would fundamentally stop increasing regardless of the increase of the bias voltage $V$ across the electrodes. However, the current does increase with the intensity of the incident light as $V$ is held constant.

### 4. Regarding $I \propto f$

Suppose for some reason (explore a little later) in one complete cycle of the light wave, an electron’s outbound (away from the cathode) trip gains an extra distance $d$ more than the inbound trip. Then, if incident light beam A shines on an electron with frequency $f_A$ will enable the electron to gain a total net distance $D_A = df_A$ in one second. By the same token, another light beam B of the same intensity but frequency $f_B$ would enable this electron to gain a total net distance $D_B = df_B$ in one second. Because the light intensities of both A and B are the same, both should also be able to motivate equal numbers of electrons $n$ in every period of each of these two beams to cross the same area that is perpendicular to the line between the two electrodes. Since the strength $I$ of an electrical current is determined by the number of electrons moving across a unit area per unit time, we would have

$$I_A = \left( \frac{nq}{\text{second}} \right)df_A \quad \text{and} \quad I_B = \left( \frac{nq}{\text{second}} \right)df_B \quad (Eq. \ 23)$$

Consequently, we have

$$\frac{I_A}{I_B} = \frac{f_A}{f_B}, \quad \text{or} \quad I \propto f \quad (Eq. \ 24)$$

Of course, as what has been commented regarding Fig. 01, the relationship shown by Eq. 24 can only cover a limited range of frequency.
5. Why Is There a Threshold Frequency $f_0$?

When the first half cycle $a$ of the light wave happens to have driven an electron at the EQL to move toward the cathode, this electron would simultaneously do four things: (1) absorbing the incoming energy $E_a$ in a sinusoidally progressive manner, (2) storing mechanical potential energy $E_{p,a}$ through building up of floating force in the Aether fluid, (3) releasing electrical potential energy $E_{e,a}$ with respect to the charge cathodes sheet that is considered infinite, (4) spending energy $E_{r,a}$ to overcome dragging force of the Aether fluid. $E_{r,a}$ cannot be stored in any manner. Once gone, it is gone, no matter what.

In the next half cycle $b$, the electron is driven to move away from the cathode. During this process, the follow four things happen to this electron: (1) absorbing the incoming energy $E_b$, (2) releasing mechanical potential energy $E_{p,b}$ through the recoiling action enabled by the Aether’s floating force, (3) building up electrical potential energy $E_{e,b}$ with respect to the infinite charge sheet, (4) spending energy $E_{r,b}$ to overcome fluid resistance. $E_{r,b}$ cannot be stored in any manner. Once gone, it is gone, no matter what.

So, regarding the half cycle $a$, we can set up the following equation

$$E_a = \int_{s_1}^{s_2} B\left(\frac{M}{s}\right)ds + \int_{s_1}^{s_2} -\frac{\theta q}{2\varepsilon_0} ds + E_{r,a} \quad (Eq. \ 25)$$

where $\frac{M}{s}$ in the first integral is the floating force of the Aether in the vicinity of a nucleus. This force is written according to Eq-II-11 (from Appendix II), with $M = 40\pi R$, $s = 1.0 \times 10^{-8} m - H$, and $H$ is the distance between the electron and where the Aether’s intrinsic pressure begins to dominate. As to B, it is a coefficient of constant value. B is needed because the floating force at any point in the space over the cathode is not caused by a single nucleus but a collection of nuclei that have been lined up in the cathode. Each nucleus has different distance from this point. Therefore, the floating force at this point is actually a composite force of numerous component force, each of which is contributed by a nucleus according to its own location. This force so resulted through superimposition has equipotential characteristics (Fig.08): It has the same value at any point along a line that is parallel to the cathode surface. But such value is different from line to line. Further, $s_1$ in the integral is where the electron starts moving, $s_2$ is where the electron is when the first half cycle, named as $a$, ends. Both are measured from the cathode surface.

With respect to the half cycle $b$, we can set up the following equation

$$E_b = \int_{s_2}^{s_3} -B\left(\frac{M}{s}\right)ds + \int_{s_2}^{s_3} \frac{\theta q}{2\varepsilon_0} ds + E_{r,b} \quad (Eq. \ 26)$$

where $s_3$ is the point that the electron will reach at the end of the half cycle $b$.

Since $|E_a| = |E_b|$, Eq. 25 and Eq. 26 together give us
Above is a schematic suggestion on the proportional relationship caused by distance difference between potential value P's. What is suggested here is some simplified presentation.

The actual value at each chosen point should be more complicated than suggested here because of the superposition of influence from all sources. However, because the superposition of all these quantities are straightforwardly linear, the relationship mathematically suggested above should be kept for all horizontal lines so long as the cathode surface can be regarded as infinite.

Fig. 08

\[
\left| \int_{s_1}^{s_2} B \left( \frac{M}{s} \right) ds + \int_{s_1}^{s_2} \frac{-\theta q}{2\epsilon_0} ds + E_{r,a} \right| = \left| \int_{s_2}^{s_3} -B \left( \frac{M}{s} \right) ds + \int_{s_2}^{s_3} \frac{\theta q}{2\epsilon_0} ds + E_{r,b} \right| \quad (Eq. 27)
\]

Since both \( E_{r,a} \) and \( E_{r,b} \) must carry the same sign on each side of the equation, we can have

\[
\left| \int_{s_1}^{s_2} B \left( \frac{M}{s} \right) ds + \int_{s_1}^{s_2} \frac{-\theta q}{2\epsilon_0} ds \right| + (E_{r,a} - E_{r,b}) = \left| \int_{s_2}^{s_3} -B \left( \frac{M}{s} \right) ds + \int_{s_2}^{s_3} \frac{\theta q}{2\epsilon_0} ds \right| \quad (Eq. 28)
\]

If \( E_{r,b} = E_{r,a} \), we will have

\[
\left| \int_{s_1}^{s_2} B \left( \frac{M}{s} \right) ds + \int_{s_1}^{s_2} \frac{-\theta q}{2\epsilon_0} ds \right| = \left| \int_{s_2}^{s_3} -B \left( \frac{M}{s} \right) ds + \int_{s_2}^{s_3} \frac{\theta q}{2\epsilon_0} ds \right| \quad (Eq. 29)
\]

Then further, that the following two distances are equal is concluded from Eq. 29:

\[
|s_3 - s_2| = |s_2 - s_1| \quad \text{(Eq. 30a)}
\]

If \( s_1 \) is the point of EQL, Eq. 30a means \( s_3 \) is also the EQL. However, will this happen?

When the electron moves toward the cathode, it must encounter an ever-increasing pressure of the Aether, but moving away from the cathode in the second half cycle, \( b \), its environmental pressure is ever decreasing. Therefore, the energy it needs to spend to overcome the drag is different in the two opposite trips and results in \( E_{r,a} > E_{r,b} \). Subsequently, Eq. 28 will lead us to have
\[ |s_3 - s_2| > |s_2 - s_1| \quad (Eq. 30b) \]

If \( s_1 \) is the EQL point, Eq. 30b means \( s_3 \) is not the EQL, but a point beyond the EQL and further away from the cathode as shown in Fig. 09, a diagram with a closer look around the EQL.

At \( s_3 \), the Coulomb force \( F_e \) is stronger than the Aether’s floating force \( F_{fl} \). When reaching \( s_3 \), the electron retains some potential energy \( \Delta E \) due to \( F_e - F_{fl} > 0 \) with respect to the cathode surface. If the next cycle of EM wave arrives at the exact time the electron reaches \( s_3 \), the electron will move toward the cathode again but with an energy batch that is equal to \( (E_a + \Delta E) \). If this batch is big enough, the electron will be able to visit the previous spot \( s_2 \) again. If not, naturally, the electron will reach a location \( s'_2 \) that is a little more far away from the cathode’s surface than \( s_2 \) (Fig. 09). Then upon the influence of the next half cycle which carries energy \( E_b \), the electron will move away from the cathode again and also reach a new point \( s'_3 \) that is a little more far away from the EQL than \( s_3 \) due to the principle suggested by Eq. 30b. Mathematically we have

\[ F_{fl} = \frac{40\pi R}{1.0 \times 10^{-8} \ m - H \cdot N} \]

\[ F_e = \frac{\theta q}{2\epsilon_0} \]

Time sequency of points: \( s_1 \rightarrow s_2 \rightarrow s_3 \rightarrow s'_2 \rightarrow s'_3 \)

The latest
\[ |s'_3 - s_3| > 0 \quad \text{(Eq. 31a)} \]

or,

\[ |s'_3| - |s_3| = d \quad \text{(Eq. 31b)} \]

Eq. 31b means that the same electron gains an extra distance \( d \) at the end of the 2nd period of the light wave in comparison to what it went through at the completion of the first period. The incessant light excitation from a train of light wave then create an extra distance \( d \) at the completion of every period of the light wave. All these net distance gain of \( d \) will accumulate to an ever-increasing distance with respect to the cathode (Fig. 10). Eventually the electron is sent far away from the cathode until it reaches the anode and being disposed of there. This electron is called photoelectron.
Now, weather we can initially have $|s'_2| > |s_2|$ or $|s'_2| = |s_2|$, the key depends on the quantity of $\Delta E$. Only if $\Delta E$ is below a certain value, then $(E_a + \Delta E)$ cannot be strong enough to send the electron back to $s_2$ but leave it at $s'_2$, and then can $|s'_2| > |s_2|$ be guaranteed. Since each trip of the electron’s movement is closely governed by each of the half wavelength of the incident ME wave, that a statement “$\Delta E$ is below a certain value” means each of the half wavelength cannot be bigger than a certain value, which we herein designate as $\lambda_0$. Of course, “no bigger wavelength” is a direct interpretation of “no lower frequency”. A threshold wavelength $\lambda_0$ therefore sets a threshold frequency $f_0$, below which, no photoelectric current can appear.

The above answer for the riddle of a minimum frequency also suggests to us that the true nature of the so-called work function should have nothing to do with the atomic bonding energy. The energy lost seen accompanied with the production of photoelectron should be more appropriately understood as the energy loss caused by the Aether’s fluid dragging resistance, i.e., the total sum of $E_{r,a}$ and $E_{r,b}$ from all cycles, i.e., $\sum(E_{r,a} + E_{r,b})$.

### 6. Saturation Current and The Bias Voltage

From all previous description, we can say that photoelectric effect is a spontaneous reaction so long as light is available and above a minimum frequency. What holds the key for the electron to get chance to get away from the cathode is the floating force of the Aether fluid. However, the photoelectron’s journey is not completed by one single trip but multiple back-and-forth trips in a fluid that has an equipotential characteristic with its pressure, which is getting higher at distance closer to the cathode. When the photoelectrons are in the trip moving toward the cathode and must encounter higher force to push them back, they may highly likely move sideways. Any electron drifting sideways means a reduction of number of electrons inside the path covered by the light beam, and subsequently a reduction of the strength of the photoelectric current. To avoid such electron loss, of course, a foreign bias voltage is helpful. With such bias voltage, the sideways drifting is restricted because the electrons now can penetrate the equipotential barrier. The stronger is the bias voltage the better. However, the help of the voltage is only good up to a certain value. When the restriction has reached 100% efficiency, the sideways drifting of electron is zero, and high bias voltage is just a waste. When the bias voltage reaches its 100% efficiency, the current reaches its saturation value.

The bias voltage is unable to change the electron population in unit space in the cloud hovering over the cathode. The availability of such electrons is determined by the nature of the cathode material. On the other hand, the incident light does have another way to increase the photoelectric current. It is its intensity. A higher intensity of light can entice more electrons in the same cloud to move toward the anode and thus increase the current.

In short, the role of the bias voltage is only to help enforce the moving direction of the photoelectrons and has nothing to do to change the number of electrons in the cloud and thus has no influence on the value of saturation current.
7. Why Do Curves in Fig. 01 All Fail the Equation $K_{\text{max}} = hf - W$

All curves in Fig. 01 must show reduced current after the incident light goes beyond a certain frequency. The higher the frequency goes, the more severe the reduction appears. The relationship of $I \propto f$ is completely inapplicable there.

Electrons have mass, which must present inertia against any force that is to change the moving state it has been in. When an electron is summoned to join the photoelectric current by a light of frequency, say, $1 \times 10^{15}$ cycles/second, it means this electron has to reverse its moving direction $2 \times 10^{15}$ times every second in the entire of its journey flying toward the anode. One reversal of direction means one reversal of momentum carried by the electron. Gradually, as the frequency goes higher and higher, what is illustrated in the following paragraph becomes more and more pronounced, particularly at the end of the out-bound trip away from the cathode. Let us focus on such situation at the out-bound trip:

At the end of one of the half cycles, the energy impelling the electron is zero. However, at that instant, the electron’s kinetic energy still has some nonzero residue, which must motivate the electron to move for some distance. The ever-decreasing pressure of the Aether in the out-bound trip even adds some favors to such sliding. However, before the electron can really come to a full stop, the second half cycle shines on, and by nature, it is to goad the electron to move in an opposite direction. To do so, now, this newly arriving cycle needs to spend some energy to curb the electron to a full stop before it can carry the electron to move in the way this half cycle intends. When the reversal of movement is mathematically feasible, however, this second half cycle would have already become weaker. The outcome is a slower movement and a shorter distance for the electron in the moving back trip. Slower movement and shorter distance of course result in reduced number of electrons crossing the same area in unit time for current calculation. Now, the electron’s back and forth movement and the repetitive renewal of the half cycle of the light are out of synchronization. The higher the light increases its frequency, the more severe is the out of sync phenomenon, and each of the light’s half cycle must spend more energy in overcoming the residue momentum left by the previous half cycle. This is what exactly all curves in Fig. 01 tell us. Clearly, the equation $K_{\text{max}} = hf - W$ cannot cover the out-of-synchronization problem in its explanation.

There is a mystery that the nowadays scientific world still pursues. It is the time lag between the incidence of radiation and the emission of a photoelectron. Someone claims being less than $10^{-9}$ second [4], while someone else claims being in $45 \times 10^{-18}$ second [5]. With all that has been mentioned, we should say that the emission begins in no time but as soon as the arrival of the light. However, the success of an emission is another matter. A success of emission is signified by the registration of the start of the photoelectric current.
8. A Finite Spatial Dimension for Quantum Led by $E_{\text{max}} = hf - W$

The equation $E_{\text{max}} = hf - W$ is claimed to be established on an idea that quantum has no finite spatial dimension. However, beyond what it is aware of, this equation reveals its nature of asserting a finite spatial dimension for a quantum.

Any light beam must have a finite length and a finite amount of energy. This means that, if light is consisted of quanta, or packets of energy, and the energy content of each quantum is finite, the number of quanta embraced by this light beam must be finite. This is an ironclad logic in mathematics. As such, each quantum must be individually identifiable, countable, and measurable. However, preaching no finite dimension for quantum is one of the important topics of quantum theory. Now, let us investigate how Eq. 01 enables us to determine the finite linear dimension of a quantum.

Fig. 11 shows some physical drawing of a photo tube. If the base of the tube is 23 mm, the distance between the cathode and the anode can be estimated from the diagram as 8 mm. For the sake of convenience in calculation, let us take it as 10 mm. In an experiment with this tube, let the incident light has a frequency $f$ of $1 \times 10^{15}$ Hz, and the cathode material be sodium, of which the work function $\varphi$ is 2.46 eV. According to conventional understanding, these data would lead us to get the energy $K_{\text{max}}$ carried by a photoelectron flying toward the anode as

$$K_{\text{max}} = hf - \varphi = 1.68eV \quad (\text{Eq. 32})$$

With this kinematic energy, the speed $v$ of the flying photoelectron would be

$$v = \sqrt{\frac{2K_{\text{max}}}{m_e}}$$

$$= \sqrt{\frac{2 \times 1.68eV}{9.1 \times 10^{-31}kg}}$$

$$= 7.6 \times 10^5 \frac{m}{s} \quad (\text{Eq. 33a})$$

The time $\Delta t$ needed for the photoelectron to fly across the electrodes is
\[ \Delta t = \frac{10 \times 10^{-3} m}{7.6 \times 10^5 \text{m/s}} = 1.28 \times 10^{-8} \text{seconds} \quad (\text{Eq. 33b}) \]

With the same time interval \( \Delta t \), the propagating light train would have filled a space with a length \( L \) that is calculated as

\[ L = 1.28 \times 10^{-8} \text{seconds} \times 3 \times 10^8 \text{m/s} = 3.84 m \quad (\text{Eq. 34}) \]

If the light shining on the cathode is never interrupted, and the space between the two electrodes is continuously filled with flying photoelectrons, Eq. 34 would mean that the fulfillment of the space between the electrodes with photoelectrons needs the energy from a light train of the length of 3.84 m. This is so because the first electron now immediately next to the anode has consumed the energy of the first photon in the 3.84 m light beam, and at the same instant the last electron in line now just starting leaving the cathode has consumed the energy of the last photon from the same beam. Since the wavelength \( \lambda \) of the beam of \( 1 \times 10^{15} \text{Hz} \) is \( 3 \times 10^{-7} \text{m} \), the total number of wavelength \( \lambda \) covered by this 3.84 m light beam should be \( 1.28 \times 10^7 \).

Since Eq. 01 warrants one quantum producing one photoelectron, we can imagine a scene so described in the following: A single file of straight line of photoelectrons is found between the two electrodes. This line of photoelectrons is made up by electrons lining up one after another. If there are \( k \) number of photoelectrons lining up between the two electrodes, there would be \( k \) number of quanta in the light beam of length of 3.84 m for the consumption of these photoelectrons, and these \( k \) quanta also line up one after one in the beam correspondingly. Then, the length or the linear dimension \( L_q \) that each of the \( k \) quanta occupies would be

\[ L_q = \frac{3.84 m}{k} = \frac{1.28 \times 10^7 \lambda}{k} \quad (\text{Eq. 35}) \]

Fig. 12 shows some saturation currents in certain photoelectric experiment. For the light beam of \( 1 \times 10^{15} \text{Hz} \), the saturation current is \( 1.6 \times 10^{-6} \text{Amp} \). Before further investigation on this current, it should help to review the definition of current \( I \). Since Eq. 01 is devised on the prospect that the photoelectric current is composed of electrons that all move in one smooth journey from the cathode to the anode other than multiple back-and-forth trips, the following definition of current well matches what Eq. 01 projects

\[ I = nq \nu A \quad (\text{Eq. 36a}) \]

where \( n \) is the number of mobile charge carriers, or photoelectrons in our case, per unit volume, \( A \) is the cross-sectional area through which the photoelectrons pass, \( \nu \) is the speed at which the charge particles pass, and \( q \) is the electric charge each photoelectron carries. So, in comparison with Eq. 36a and since the distance between the two electrodes is 10 mm, the single line of photoelectrons between the two electrodes enables us to have
Subsequently, continued from Eq. 36a but with all numerical values in place, we have

\[ 1.6 \times 10^{-6} \text{Amp} = \frac{k \times 10^2}{m} \cdot (1.60 \times 10^{-19} \text{C}) \cdot (7.6 \times 10^5 \text{ m/s}) \quad (\text{Eq. 37}) \]

Solving Eq. 37 with respect to \( k \), we have

\[ k = 1.32 \times 10^5 \quad (\text{Eq. 38}) \]

Replacing \( k = 1.32 \times 10^5 \) in Eq. 35, we have

\[ L_q = \frac{3.84m}{k} = \frac{1.28 \times 10^7 \lambda}{1.32 \times 10^5} = 97\lambda = 97(3 \times 10^{-7})\text{m} \quad (\text{Eq. 39}) \]

Eq. 39 means that every quantum in the light beam of \( 1 \times 10^{15} \text{ Hz} \) occupies a length of \( 97(3 \times 10^{-7})\text{m} \). This is a finite length that Eq. 01 entitles each quantum to have because of the speed of the electron that is given by this equation and as shown in Eq. 33a.

According to the quantum theory, a photon’s energy \( E_{ph} \) in the light beam should be

\[ E_{ph} = hf = 6.626 \times 10^{-34} \text{Js} \cdot \frac{f(\text{cycles})}{\text{sec}} \quad (\text{Eq. 40}) \]
Then, the energy contained by each cycle of light should be

$$\frac{E_{ph}}{f(\text{cycles})} = 6.626 \times 10^{-34} \text{J} \quad \text{(Eq. 41)}$$

With 97 cycles for one photon, the photon’s energy $E_q$ should be

$$E_q = \frac{E_{ph}}{f(\text{cycles})} \cdot 97 \text{ cycles} = 6.626 \times 10^{-34} \text{J} \cdot 97 = 6.43 \times 10^{-32} \text{J} \quad \text{(Eq. 42)}$$

However, if we stop reasoning further at Eq. 40 but just directly replace $\frac{f(\text{cycles})}{\text{sec}}$ with $1 \times 10^{15} \text{Hz}$ in this equation, we will have

$$E_{ph} = 6.626 \times 10^{-34} \text{J} \cdot 1 \times 10^{15} \text{Hz} = 6.626 \times 10^{-19} \text{J} \quad \text{(Eq. 43)}$$

Both $E_q$ from Eq. 42 and $E_{ph}$ from Eq. 43 are supposed to mean the same thing: the energy of one photon, or equivalently, one quantum. But obviously, they now each shows some dramatically different value contradicting to each other. If quantum theory wants to convince people it is a trustworthy theory, it should oblige itself to clarify to people which of these two values, $E_q$ or $E_{ph}$, can be genuinely endorsed by nature. Until then, we have to say:

**One more self-refuted concept is found packed in the library of Modern physics.**

Without Aether, nature must present us a huge impassible puzzle in explaining photoelectric effect. With Aether and the authority of classical physics, nature hands us a key to unlock this puzzle.

Now, if we go back to review the 3 questions below Fig. 04 on page 5 regarding argument four, we will find **answer (1) there should be the right choice.**

**Appendix I**

—Electrical Force Distribution in An Atom—

Fig. I-01 is drawn for the analysis of Coulomb force that is experienced by the most remote electron in a sodium atom. It is said that, with an atomic number of 11, a sodium atom has two layers of electron distribution plus one remotely located from the nucleus. The first layer, the one closest to the nucleus, has two electrons. The second layer, with larger distance from the nucleus, has 8. Then, the last one will stay quite remotely from the second layer. So, from the stand point of the most remote electron, the total pronounced Coulomb force from the nucleus exerting on it is from 9 protons, because the Coulomb force from 2 out of the 11 protons in the nucleus can be considered nullified by the 2 electrons in the first layer. Now, what genuinely exerting Coulomb force on this remote electron would be the attracting force from 9 protons and the repellent force from the eight electrons in the second layer.
The upper portion of Fig. I-01 is a 3-D illustration, and the lower portion is a 2D side view of the same scene. From this picture, we have the following data:

\[ |AB|^2 = (mR)^2 + R^2 \]  
\[ (Eq. - I - 01) \]

where \( m > 0 \) is a coefficient that can be any value.

\[ |AC|^2 = [(m + 2)R]^2 + R^2 \]  
\[ (Eq. - I - 02) \]

\[ \cos \alpha_1 = \frac{mR}{\sqrt{(mR)^2 + R^2}} \]  
\[ (Eq. - I - 03) \]
\[ \cos \alpha_2 = \frac{(m + 2)R}{\sqrt{[(m + 2)R]^2 + R^2}} \]  \hspace{1cm} (EQ. -I - 04)

Then, we set up the following equation for the total Coulomb force \( F_{tot} \) received by the most remote electron as

\[
F_{tot} = Kq^2 \left\{ \frac{4}{(mR)^2 + R^2} \cdot \frac{mR}{\sqrt{(mR)^2 + R^2}} - \frac{9}{[(m + 1)R]^2} + \frac{4}{[(m + 2)R]^2} \cdot \frac{m + 2}{\sqrt{[(m + 2)R]^2 + R^2}} \right\} \]  \hspace{1cm} (EQ. -I - 05)

In the above equation, the first term inside the bracket is for the repellent force from the 4 electrons in plane 2, the second term is for the attracting force from the 9 protons in the nucleus, and the third term is for the repellent force from the 4 electrons in plane 3. Plane 2 and plane 3 are both part of the second layer in which 8 electrons stay.

\[
F_{tot} = Kq^2 \left\{ \frac{4}{(mR)^2 + R^2} \cdot \frac{m}{(m^2 + 1)^{3/2}} - \frac{9}{[(m + 1)R]^2} + \frac{4}{[(m + 2)^2 + 1]^{3/2}} \right\} \]  \hspace{1cm} (EQ. -I - 06)

When \( m \) is reasonably large, from Eq.-I-06 we can have

\[
F_{tot} = Kq^2 \left\{ \frac{4}{(mR)^2} - \frac{9}{(mR)^2 + (mR)^2} + \frac{4}{(mR)^2} \cdot \frac{m + 2}{(m^2 + 1)^{3/2}} \right\} = -Kq^2 \left( \frac{m}{(mR)^2} \right) \]  \hspace{1cm} (EQ. -I - 07)

What EQ - I - 07 shows is a situation compatible to the treatment of what Eq. 05 expresses: the Coulomb force between one electron and one proton.

When \( m \) is small, such as \( m=0.5 \), from Eq.-I-06 we have

\[
F_{tot} = Kq^2 \left\{ \frac{4}{(mR)^2} \cdot \frac{0.5}{(0.25 + 1)^{3/2}} - \frac{9}{[1.5R]^2} + \frac{4}{(2.5^2 + 1)^{3/2}} \right\} = -2.05Kq^2 \left( \frac{2.5}{R^2} \right) \]  \hspace{1cm} (EQ. -I - 08)

At the first glance, between EQ. -I - 07 and EQ. -I - 08, \( F_{tot} \) seemingly appears with a bigger absolute value with a smaller \( m \). However, we must notice that the bigger \( | -2.05 | \) value in EQ. -I - 08 is contributed by 9 protons; the convenience given to the calculation as if there is only 1 (=9-8) proton exerting coulomb force on one electron can no longer be applied.
Taking the average of the $F_{\text{tot}}$ in $EQ. -I - 08$ over 9 protons, we have

$$F_{\text{tot, ave}} = -\frac{2.05Kq^2}{R^2} \div 9$$

$$= -\frac{0.228Kq^2}{R^2} \quad (EQ. -I - 09)$$

$F_{\text{tot, ave}}$ above is quite smaller than $F_e = -k\frac{q\times q}{r^2}$ shown in Eq. 05, where the force is truly contributed by one electron and one proton. Contrasting to the electrical value shown by $EQ - I - 09$ at where the most remote electron locates, the Aether’s out-pushing force is genuinely caused by 11 protons. If these protons have separated by a significant distance from each other, such an out-pushing force acting on the most remote electron can be easily proven as 11 times strong as 1 of them would cause—while what is contributed regarding the Aether pressure by the 12 neutrons is not even yet mentioned.

According to all up-today pictures that this author can find from authoritative documents, nuclei are shown as aggregates of neutrons and protons closely compacted together with skin contact; no distinctive space is shown between nucleons. However, such presentation of skin contact should be contradicted by the mass density of neutron stars. The mass of a neutron is $1.68\times10^{-27}$ kg, and the densest neutron star found so far has a density of $5.9 \times 10^{17}$ kg/m$^3$. That means the average volume occupied by a neutron in the star has a linear dimension of $3 \times 10^{-13}$ m, a dimension that is at least 100 folds bigger than a nucleus that today’s nuclear science literatures commonly speculate today. If gap must be found between all particles comprising a huge physical body like a neutron star, then, gap must also exist between all nucleons within a physical body as small as a nucleus found on Earth. Then, gap must also have higher chance to exist between all nucleons in the sodium nucleus and therefore, the Aether pressure at a large distance from the nucleus can be a simple sum of the pressure caused by each of these nucleons.

Experiencing smaller Coulomb force coming from the nucleus but far bigger out-pushing force caused by 11 protons (plus 12 neutrons, too), the most remote electron would have high tendence to locate itself far away from the rest of the atom. It is particularly so for electrons that belong to the atoms forming the outmost surface of a material body.
Appendix II
—Floating Force Exerted on An Electron—

Refer to Fig-II-01. Because the omnipresence of Aether in the universe [2], it could only be natural that an electron bounded by a nucleus in an atom is inevitably immersed in such fluid. The broken line “surface” in Fig-II-01 does not mean a distinctive physical border line but only helps to indicate that, in space beyond a certain distance from any material body, this fluid would manifest its existence with intrinsic pressure $P_o$ everywhere. The material body in our concern and is herein referred to is the nucleus in an atom.

If we assume the electron takes a spherical shape, the total force received from the Aether by the lower hemispheres (in black) of this electron sphere is pointing up. We note it as $F_{up}$. Likewise, the upper hemisphere (in blue) also receives a force from the Aether, but this force is pointing down. We note it as $F_{down}$.

At a randomly chosen point D on the lower hemisphere, let the pressure found there be $P_D$. There we also find an infinitesimally small strip (in gray) along the peripheral of the small circle defined by point D and this small circle is parallel to the large circle MN. The area $ds$ of this strip can be found in the following:

$$ds = 2\pi r \cdot \Delta l$$
$$= 2\pi R \cos \theta \cdot Rd\theta \quad (Eq - II - 01)$$

The up-pointing force $dF_{D,up}$ received by this strip is therefore

$$dF_{D,up} = (P_D \sin \theta) \cdot ds$$
$$= (P_D \sin \theta) \cdot (2\pi R \cos \theta \cdot Rd\theta)$$
$$= 2\pi R^2 P_D \sin \theta \cos \theta d\theta \quad (Eq - II - 02)$$

In deriving the Newton’s gravitational equation, we take it to be safe to assume that the Aether’s intrinsic pressure can be found at any distance that is in the order of $1 \times 10^{-8} m$ and beyond away from a nucleus. The intrinsic pressure so found is $1.0 \times 10^{12} Kg/cm^2$. So, according to what
is given by Fig. 05 and Eq. 06, $P_D$ in $Eq - II - 02$ can be found from the following relationship

\[
\frac{P_D}{P_o} = \frac{(1.0 \times 10^{-8} \text{ m})^2}{(1.0 \times 10^{-8} \text{ m} - H - R - h)^2} \quad (Eq - II - 03a)
\]

or

\[
P_D = \frac{(1.0 \times 10^{-8} \text{ m})^2}{(1.0 \times 10^{-8} \text{ m} - H - R - R \sin \theta)^2} \cdot P_o \quad (Eq - II - 03b)
\]

To simplify the equation writing, by making $K_1 = (1.0 \times 10^{-8} \text{ m})^2$ and $K_2 = 1.0 \times 10^{-8} \text{ m} - H - R$, $(Eq - II - 02)$ and $(Eq - II - 03b)$ together will give us

\[
dF_{D, up} = 2\pi R^2 P_o \frac{K_1}{(K_2 - R \sin \theta)^2} \sin \theta \cos \theta \, d\theta \quad (Eq - II - 04)
\]

To get the total force of $F_{up}$, we take integral of both sides of $(Eq - II - 04)$ from $-\pi/2$ to 0 then get

\[
F_{up} = \int_{-\pi/2}^{0} 2\pi R^2 P_o \frac{K_1}{(K_2 - R \sin \theta)^2} \sin \theta \cos \theta \, d\theta
\]

\[
= 2\pi P_o K_1 \left[ \frac{K_2}{-R \sin \theta + K_2} + \ln(-R \sin \theta + K_2) \right]_{-\pi/2}^{0}
\]

\[
= 2\pi P_o K_1 \left\{(1 + \ln K_2) - \left[ \frac{K_2}{K_2 + R} + \ln(K_2 + R) \right]\right\} \quad (Eq - II - 05)
\]

For the upper hemisphere, the force exerted on it by the Aether is $F_{down}$, pointing toward the nucleus. With a similar reasoning but with a force acting on an infinitesimally small strip about a small circle defined by point E that is randomly chosen, the differential force element is

\[
dF_{E, down} = (P_D \sin \theta) \cdot ds'
\]

\[
= (P_E \sin \theta') \cdot (2\pi R \cos \theta' \cdot Rd\theta')
\]

\[
= (P_E \sin \theta') \cdot (2\pi R \cos \theta' \cdot Rd\theta')
\]

\[
= 2\pi R^2 P_E \sin \theta' \cos \theta' \, d\theta' \quad (Eq - II - 06)
\]

Parallel to $(Eq - II - 03b)$, we can similarly write an equation for $P_E$ with the following relationship:

\[
\frac{P_E}{P_o} = \frac{(1.0 \times 10^{-8} \text{ m})^2}{(1.0 \times 10^{-8} \text{ m} - H - R + h)^2}
\]
or

\[ P_E = \frac{(1.0 \times 10^{-8} \text{ m})^2}{(1.0 \times 10^{-8} \text{ m} - H - R + R \sin \theta')^2} \cdot P_o \quad (Eq - II - 07) \]

We can then have the infinitesimal force element acting on this strip as

\[ dF_{D, \text{down}} = 2\pi R^2 P_o \frac{K_1}{(K_2 + R \sin \theta')^2} \sin \theta' \cos \theta' \, d\theta' \quad (Eq - II - 08) \]

Taking integral on both sides of (Eq - II - 08) from 0 to \( \pi/2 \), we have

\[ F_{\text{down}} = \int_0^{\pi/2} 2\pi R^2 P_o \frac{K_1}{(K_2 + R \sin \theta')^2} \sin \theta' \cos \theta' \, d\theta' 
\]

\[ = 2\pi P_o K_1 \left[ \frac{K_2}{R \sin \theta' + K_2} + \ln (R \sin \theta' + K_2) \right]_0^{\pi/2} 
\]

\[ = 2\pi P_o K_1 \left\{ \frac{K_2}{R + K_2} + \ln (R + K_2) \right\} - (1 + \ln K_2) \quad (Eq - II - 09) \]

The net floating force \( F_{fl} \) is then

\[ F_{fl} = F_{up} - F_{\text{down}} 
\]

\[ = 4\pi P_o K_1 \left\{ (1 + \ln K_2) - \left[ \frac{K_2}{R + K_2} + \ln (K_2 + R) \right] \right\} 
\]

\[ = 4\pi P_o (1.0 \times 10^{-8} \text{ m})^2 \left( \frac{R}{R + 1.0 \times 10^{-8} \text{ m} - H - R} + \ln \frac{1.0 \times 10^{-8} \text{ m} - H - R}{R + 1.0 \times 10^{-8} \text{ m} - H - R} \right) 
\]

\[ = 4\pi P_o (1.0 \times 10^{-8} \text{ m})^2 \left[ \frac{R}{1.0 \times 10^{-8} \text{ m} - H} + \ln \frac{1.0 \times 10^{-8} \text{ m} - (H + R)}{1.0 \times 10^{-8} \text{ m} - H} \right] \quad (Eq - II - 10) \]

Since \( R \) is the radius of an electron, being extremely small compared to \( H \), and therefore \( H+R \) can be taken directly as \( H \). We then can rewrite (Eq - II - 10) as

\[ F_{fl} = 4\pi P_o (1.0 \times 10^{-8} \text{ m})^2 \cdot \frac{R}{1.0 \times 10^{-8} \text{ m} - H} 
\]

\[ = 4\pi \cdot 1.0 \times 10^{17} \frac{N}{m^2} \cdot 1.0 \times 10^{-16}m^2 \cdot \frac{R}{1.0 \times 10^{-8} \text{ m} - H} 
\]

\[ = \frac{40\pi R}{1.0 \times 10^{-8} \text{ m} - H} \cdot N \quad (Eq - II - 11) \]
At the supposed outer edge of a sodium atom, the most remote electron has a distance of \(0.227\, \text{nm}\) from the nucleus. This gives us \(H = 1.0 \times 10^{-8} \, \text{m} - 0.227\, \text{nm}\), and \((\text{Eq. II - 11})\) gives us

\[ F_{fl} = \frac{40\pi R}{0.227 \times 10^{-9} \, \text{m}} \cdot N = 5.53 \times 10^{11} R \cdot N/m \quad (\text{Eq. II - 12}) \]

If we assume the radius of the electron sphere being in the order of \(\times 10^{-18}\, \text{m}\), the floating force for the electron is still bigger than the Coulomb force it receives from the nucleus. Therefore, the electron, which can have the freedom of repeating the same movement at frequency of \(1 \times 10^{15}\) times every second and thus generates light, cannot be in the space between atoms, but is pushed to space outside of the entire material body of a chunk.

**Appendix III**

—Surface Charge Density Per Unit Area of a Sodium plate—

Mass density for sodium is 0.968 \(\text{gm/cm}^3\), and atomic weight is 23. So, the volume of one mole of sodium atom is

\[ \frac{23 \, \text{gm}}{0.968 \, \text{gm/cm}^3} = 23.76 \, \text{cm}^3 \quad (\text{Eq. III - 01}) \]

If such a volume is shaped as a cube, each edge of this cube would be \(2.87\, \text{cm}\), and the area \(A\) of each face of this cube would be

\[ A = (2.87\, \text{cm})^2 = 8.24 \, \text{cm}^2 \quad (\text{Eq. III - 02}) \]

One mole of sodium has \(6.022 \times 10^{23}\) atoms and therefore each atom has a volume of

\[ \frac{23.76 \, \text{cm}^3}{6.022 \times 10^{23}} = 3.95 \times 10^{-23} \, \text{cm}^3 \]

\[ = 3.95 \times 10^{-27} \, \text{m}^3 \quad (\text{Eq. III - 03}) \]

If each of this little volume is a cube, its edge would be \(1.58 \times 10^{-9}\, \text{m}\) and each face has an area of

\[ A' = (1.58 \times 10^{-9}\, \text{m})^2 = 2.5 \times 10^{-18} \, \text{m}^2 \quad (\text{Eq. III - 04}) \]

Suppose the sodium atoms align themselves very orderly and tightly in the surface shown by \(\text{Eq. III-02}\), the number of sodium atoms filled in \(A\) would be
\[
\frac{8.24 \text{cm}^2}{2.5 \times 10^{-18} \text{m}^2} = 3.3 \times 10^{14} \quad (\text{Eq. III} - 05)
\]

If each atom lying in this surface loses one electron, the area density of charge of this area would be
\[
\theta = +\frac{3.3 \times 10^{14} q}{A'} = +\frac{3.3 \times 10^{14} \cdot 1.6 \times 10^{-19} C}{2.5 \times 10^{-18} \text{m}^2} = +2.11 \times 10^{13} C/m^2 \quad (\text{Eq. III} - 06)
\]
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