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Abstract—Current practice defined the front velocity of a signal as the limit of the phase velocity for infinitely high frequency. However, the present article provides evidence that the propagation velocities of signal fronts for input signals of nonzero temporal duration result from the phase velocities in the low-frequency range. In conclusion, although the impulse response temporal duration result from the phase velocities in the low-frequency range, this aspect is shown not to propagate at the so-called front velocity, this is shown not to be true for the step response, and this aspect is shown not to represent a contradiction.
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I. INTRODUCTION

The front velocity is defined in the scientific literature as the limit of the phase velocity \( v_p(\omega \to \infty) \) (e.g., [1], [2]). For electromagnetic waves, this value is always less than or equal to the speed of light in a vacuum \( c \). Since the front represents the fastest part of a signal, researchers generally assume that information transfer faster than \( c \) is not possible.

However, this article mathematically demonstrates by means of a causal counterexample that the current definition of the front velocity is inadequate. In fact, only the speed of the impulse response of a transmission line might be limited by \( v_p(\omega \to \infty) \). The speed of the step response, in contrast, is dominated by the phase velocities in the low-frequency range.

At a first glance, this aspect seems to be a contradiction, because the step response is the convolution of the impulse response with the unit step function. However, this article shows that no paradox exists, and the step response can move faster than \( c \) if the transmission line has phase velocities faster than \( c \) in the low-frequency range.

The definition of the front velocity as the limit of the phase velocity originates from a paper published in 1914 by the well-known theoretical physicist Arnold Sommerfeld [3]. His mathematical reasoning is essentially based on the discontinuity in a sine signal when the signal is turned on. This discontinuity is comprised of arbitrary high frequencies which propagate with phase velocity \( v_p(\omega \to \infty) \). On this basis, he concluded that a front, i.e., a sudden change in the signal level, cannot propagate faster than a velocity of \( v_p(\omega \to \infty) \).

These considerations continue to represent the foundation of what is considered the current state of the art [2, 4]. This has unfortunately given rise to the belief that in known faster-than-light effects [5–7], information propagation is principally slower than the speed of light in a vacuum. That might be the case, but Sommerfeld’s front velocity is not an appropriate means of assessing this.

II. STARTING POINT

To make it evident that Sommerfeld’s front velocity definition is inadequate, we assume that a signal \( s(t) \) with the corresponding Fourier transform

\[
\hat{s}(\omega) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} s(t) e^{-j\omega t} dt
\]

is applied to the input at \( x = 0 \) of a transmission line with the transfer function \( h(\omega) \). We further assume without loss of generality that the input signal is normalized so that the total energy \( E\{s(t)\} \) is unity and consequently that equation

\[
E\{s(t)\} := \int_{-\infty}^{+\infty} s(t)^2 dt = 1
\]

is satisfied. Furthermore, we want to study only causal input signals \( s(t) \), i.e., input signals that are exactly 0 for times \( t < 0 \).

Let the transfer function of the transmission line be

\[
h(\omega) = e^{-i\omega x/v_p(\omega)},
\]

with \( v_p(\omega) \) being the phase velocity at a given angular frequency \( \omega \) and \( x \) being the location of the measurement point at the transmission line. As can be seen, this transfer function has unity gain for all frequencies and thus represents an all-pass filter. Note that for physically reasonable phase velocities, condition \( v_p(\omega) = v_p(-\omega) \) must apply.

The effect of the transmission line on the input signal can be obtained by applying the inverse Fourier transform to the product of the signal spectrum \( \hat{s}(\omega) \) and the transfer function \( h(\omega) \), i.e., by calculating

\[
s_o(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \hat{s}(\omega) h(\omega) e^{j\omega t} d\omega.
\]

By substituting the transfer function [3] into [4], we obtain the output signal

\[
s_o(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \hat{s}(\omega) e^{j\omega (t-x/v_p(\omega))} d\omega
\]
of the transmission line for the applied input signal \( s(t) \). As equation \( 5 \) indicate, the output signal \( s_o(t) \) consists simply of running waves superimposed and weighted with the signal spectrum \( \tilde{s}_i(\omega) \) of the input signal \( s(t) \). Thus, equation \( 5 \) is consistent with intuitive understanding.

### III. ENERGY CONSERVATION

For the following it is important that the overall energy of the output signal \( s_o(t) \) is preserved at any location \( x > 0 \). This aspect can be easily shown by using Parseval’s theorem, which gives the equation

\[
E(s_o(t)) = \int_{-\infty}^{+\infty} |\tilde{s}_i(\omega)|^2 \, d\omega = \int_{-\infty}^{+\infty} |\tilde{s}_i(\omega)|^2 \, d\omega. \tag{6}
\]

Because \( |\tilde{h}(\omega)| = 1 \), we obtain

\[
E(s_o(t)) = \int_{-\infty}^{+\infty} |\tilde{s}_i(\omega)|^2 \, d\omega = E(s(t)) = 1. \tag{7}
\]

Consequently, a transmission line with the transfer function \( h(\omega) \) does not change the energy of the signal.

### IV. SPECIFIC PHASE VELOCITY FUNCTION

That Sommerfeld’s definition of frontal velocity is inadequate can be shown in several ways. One option is to choose the specific phase velocity function:

\[
e_p(\omega) = \begin{cases} u, & |\omega| \leq \omega_p \\ c, & \text{otherwise}. \end{cases} \tag{8}
\]

For this specific function, all phase velocities for \( |\omega| \leq \omega_p \) are equal to \( u \) but beyond that are equal to \( c \).

Note that we are interested here in particular in the case when \( u > c \) is given by equation \( 14 \), which indicates that the signal consists of two parts: \( \delta(t) \) and \( \delta(t - \frac{x}{c}) \). For input signal \( 16 \), we obtain the output signal

\[
s_o(t) = \alpha \left( t - \frac{x}{u} \right) + \sqrt{\delta \left( t - \frac{x}{c} \right)} - \alpha \left( t - \frac{x}{c} \right). \tag{17}
\]

As expected, the output signal \( s_o(t) \) apparently consists of two components moving at velocities \( u \) and \( c \), respectively. In the following we examine the relevance of the components depending on the type of the input signal.

### V. DIRAC DELTA FUNCTION AS INPUT

First, we study the properties of the transmission line defined in section \( IV \) when we apply the idealized impulse

\[
s_i(t) = \sqrt{\delta(t)}. \tag{16}
\]

As can be directly seen, constraint \( 2 \) is valid for this signal, i.e., the total energy of the signal is 1.

As shown in section \( IV \), the output signal at any location \( x \) is given by equation \( 13 \), which indicates that the output signal consists of two parts: \( 14 \) and \( 15 \). For input signal \( 16 \), we obtain the output signal

\[
s_o(t) = s_i(t) + s_c(t) \tag{13}
\]

Furthermore, the output signal \( s_o(t) \) can be resolved into a sum of two parts

\[
s_o(t) = s_i(t) + s_c(t) \tag{13}
\]

with

\[
s_i(t) := \alpha \left( t - \frac{x}{u} \right) \tag{14}
\]

and

\[
s_c(t) := s_i \left( t - \frac{x}{c} \right) - \alpha \left( t - \frac{x}{c} \right). \tag{15}
\]

As can be directly seen, constraint \( 2 \) is valid for this signal, i.e., the total energy of the signal is 1.
But this means that the left term in equation (20) is zero and this in turn has the consequence that also

$$\int_{-\infty}^{+\infty} s_i(t)^2 \, dt = 0$$  \hfill (23)

must apply.

With equation (23) further follows that the signal $s(t)$ must be zero for any $t$, since the integral of an positive function can only be zero if the function is zero everywhere in the area of integration. If we now substitute $s(t) = 0$ into equation (18), we get

$$s_o(t)^2 = \delta \left( t - \frac{x}{c} \right),$$  \hfill (24)
i.e.,

$$s_o(t) = s \left( t - \frac{x}{c} \right).$$  \hfill (25)

Consequently, the energy of the output signal is completely carried by the impulse, which propagates with velocity $c$. It is remarkable that this result even holds independently of the value of the parameter $\omega_0$ in the definition of the phase velocity $c_{\omega_0}$.

This finding appears to confirm the conclusions reached by A. Sommerfeld [8]. The effect can also be explained and interpreted by examining the spectrum of the Dirac impulse: because its spectrum is constant and independent of frequency, the energy of the signal in any low-frequency range is always infinitesimally small relative to the overall energy.

Nevertheless, arguing that signal fronts therefore cannot propagate faster than the impulse response would be a mistake. The next section makes this evident by studying an input signal with nonzero temporal duration.

VI. IDEAL RECTANGULAR PULSE AS INPUT

Now we analyze an input signal with a nonzero temporal duration, i.e.,

$$s_i(t) = \frac{1}{\sqrt{\tau}} \left( \Theta(t) - \Theta(t - \tau) \right).$$  \hfill (26)

As can be verified, the condition (3) holds for this signal, i.e., the overall energy is 1. Of note, for $t < 0$ the signal is exactly 0, and for $t = 0$, it has an infinitely steep slope. The signal is therefore completely causal and contains infinitely high frequencies.

The Fourier transform $\hat{s}_i(\omega)$ can be easily calculated:

$$\hat{s}_i(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} s_i(t) e^{-j\omega t} \, dt$$

$$= \frac{1}{\sqrt{2\pi}} \int_{0}^{\tau} e^{-j\omega t} \, dt$$

$$= \frac{j (e^{-j\pi \omega \tau} - 1)}{\sqrt{2\pi} \tau \omega}.$$ \hfill (27)

The term $a(\zeta)$, defined by equation (10), can we obtain by substituting equation (27) and computing the integral. We get

$$a(\zeta) = \frac{1}{\pi \sqrt{\tau}} \left( \text{Si}(\omega_0 \zeta) + \text{Si}(\omega_0 (\tau - \zeta)) \right).$$  \hfill (28)

The output signal $s_o(t)$ is now determined for all locations $x$, because all terms in equation (13) are now known and we have

$$s_o(t) = a \left( t - \frac{x}{u} \right) + s \left( t - \frac{x}{c} \right) - a \left( t - \frac{x}{c} \right).$$  \hfill (29)

Figure 1 shows the waveform of the signal power $s_o(t)^2$ for example parameters at different distances $x$ from the input of the transmission line.

As can be clearly seen from equation (13) and in figure 1 the energy of the signal part, which moves with velocity $u$, does not disappear in this case. For the overall energy of the output signal, the following applies:

$$E \{s_o(t)\} = E \{s_u(t)\} + E \{s_c(t)\} + 2 \int_{-\infty}^{+\infty} s_o(t) s_c(t) \, dt.$$  \hfill (30)

The first term $E \{s_u(t)\}$ represents the energy of the signal part that propagates entirely at velocity $u$. Because of Parseval’s theorem, the equation

$$E \{s_u(t)\} = \int_{-\infty}^{+\infty} |\hat{s}_u(\omega)|^2 \, d\omega$$  \hfill (31)

holds true. As can be seen from equations (10) and (14),

$$\hat{s}_u(\omega) = (\Theta(\omega + \omega_0) - \Theta(\omega - \omega_0)) \hat{s}_i(\omega) e^{-j\omega x/u},$$  \hfill (32)
i.e.,

$$E \{s_u(t)\} = \int_{-\omega_0}^{+\omega_0} |\hat{s}_i(\omega)|^2 \, d\omega.$$ \hfill (33)

From this, it follows, by substituting equation (27)

$$E \{s_u(t)\} = \int_{-\omega_0}^{+\omega_0} \left( e^{-j\omega x/u} - 1 \right) e^{j\omega x/u - 1} \, d\omega$$

$$= \int_{-\omega_0}^{+\omega_0} 1 - \cos (\omega x) \, d\omega$$

$$= \frac{1}{\pi} \frac{1}{\omega^2} K.$$ \hfill (34)

Evaluating the integral yield

$$E \{s_u(t)\} = \frac{2}{\pi} \frac{\cos (\kappa \omega_0) + \kappa \omega_0 \text{Si}(\kappa \omega_0) - 1}{\omega_0^2}.$$ \hfill (35)

As equation (35) reveals, the energy of this signal part depends only on the product $\kappa \cdot \omega_0$. For $\kappa \to \infty$, $E \{s_u(t)\}$ becomes equal to 1. Therefore, in this case, all the energy of the signal moves with velocity $u$, and the part with velocity $c$ disappears. Of note, by increasing $\kappa$, as can be seen from equation (26), the pulse only becomes wider. The infinitely steep slope at the input of the transmission line at time $t = 0$ remains unchanged. Furthermore, it remains valid that the signal is exactly 0 for $t < 0$. 

In addition, for finite $\kappa$, i.e., for true rectangular signals, a major part of the energy can be contained in the signal part that propagates with velocity $u$. For example, for $\kappa \omega_p = 1000$ the energy $E \{s_u(t)\}$ is approximately 0.99937. Even for $\kappa \omega_p = 2\pi$, there is still a significant amount of energy in the signal component $s_u(t)$, because in this case $E \{s_u(t)\} \approx 0.90282$.

For $\kappa \to 0$, however, $E \{s_u(t)\}$ becomes 0, and we again have the case studied in section V.

VII. Conclusions

As shown in the previous two sections, the transmission line in section VI behaves remarkably strangely. If we were to attempt to measure the impulse response, we would find that the impulse propagates with velocity $c$ along the transmission line. We would not notice that there is an additional part that propagates with velocity $u$, because the energy of that part is close to 0.

However, if we were to measure the step response, we would observe that although the front loses steepness because of the low-pass filtering, the front needs only the time $x/u$ and not the time $x/c$ to reach the location $x$. However, we would not notice that in addition, there is a part that propagates with velocity $c$, because that part contains practically no energy.

Thus, one might be inclined to state that the impulse response propagates with velocity $c$, but the step response propagates with velocity $u$. This conclusion seems to directly contradict the rule that the step response can be represented as the convolution of the unit step or Heaviside function with the impulse response. Therefore, several questions arise:

1) Is this effect an artifact of the non-causality of the studied transmission line?

2) How can this paradox be resolved?

3) How should we define the front velocity correctly?

Question 1 can be answered quickly by imagining the total transmission line as a parallel network of two separate transmission lines, as shown in figure 2. In this model, one transmission line transmits the low-frequency part of the input signal, and the other transmits the high-frequency part by placing causal low-pass and high-pass filters before each line. Subsequently, the delay behavior is modeled with ideal delay elements with delay constants $x/u$ and $x/c$. These ideal delay elements are also causal, because they do not produce any dispersion.

As can easily be seen, the complete transmission line is causal. Nevertheless, nothing changes the fact that the limit of the phase velocity for $\omega \to \infty$ is $c$ and that the impulse response propagates with velocity $c$, while the step response moves mainly with velocity $u$. For causal filters, the existence of a mixed region where both transmission lines are conductive is not important for this argument.

To further illustrate this statement, we consider the two most simple known causal filters, namely resistor-capacitor circuits. The transfer function of the low-pass filter is with $\tau := RC$

$$\hat{h}_L(\omega) = \frac{1}{1 + j \omega \tau}. \quad (36)$$

The transfer function of the complementary high-pass filter is

$$\hat{h}_H(\omega) = \frac{j \omega \tau}{1 + j \omega \tau}. \quad (37)$$

The total transfer function corresponding to figure 2 is then

$$\hat{h}(\omega) = \hat{h}_L(\omega) e^{-j \omega \frac{x}{c}} + \hat{h}_H(\omega) e^{-j \omega \frac{x}{u}}. \quad (38)$$

![Figure 1](image-url)
Fig. 2. This transmission line is causal, because all components are causal: the upper channel is a series of a causal low-pass filter and a causal transmission line in which all phase velocities have the same value, \( u \). The lower channel is a series of a causal high-pass filter and a causal transmission line in which all phase velocities have the value \( c \).

Fig. 3. Parts of the signal (39) at \( x = 1000 \text{m} \) for \( \tau = 1 \mu \text{s} \) and \( u = 3c \).

It is not difficult to calculate the corresponding step response, that means the output signal

\[ s_o(t) = \Theta \left( t - \frac{x}{u} \right) \left( 1 - e^{-1/\tau (t-x/u)} \right) + \Theta \left( t - \frac{x}{c} \right) e^{-1/\tau (t-x/c)} \]  

of the input signal

\[ s_i(t) = \Theta (t). \]  

As can be easily seen, \( s_o(t) \) is perfectly causal and consists of two parts with two fronts, namely

- one with an infinitely steep slope which moves with velocity \( c \) (Fig. 3 dotted line) and
- one which rises only with \( 1/\tau \) but propagates with velocity \( u \) (Fig. 3 solid line).

But the limit of the phase velocity for \( \omega \rightarrow \infty \) is obviously equal to \( c \). Nevertheless, there is a signal part that is propagating at velocity \( u \) independently of this limit. This, however, demonstrates once more that Sommerfeld’s front velocity definition is inadequate, since the term “front” suggests that this part is in any case the fastest. For \( u > c \), however, this is not true.

Figure 2 also answers question 2: the apparent paradox can be resolved because in measuring the impulse response, essentially only the properties of the lower channel are effective, whereas in measuring the step response, essentially only the upper channel has an effect. Mathematically, however, the impulse response is given by equation (17), which also contains components that move with velocity \( u \), even if they are not practically measurable. In conclusion, measuring only the impulse response or only the step response may be insufficient, because important information may be missing in both.

Finally question 3 remains regarding how to define the front velocity. However, providing a qualified definition is beyond the scope of this article and needs to be addressed somewhere else. The essential conclusion of this article is rather that the phase velocity for infinitely high frequency represents certainly not the upper limit for the propagation of signal fronts. Instead, it is only an impulse response velocity and does not necessarily provide information about the speed at which the step response or information propagates.
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