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Abstract—This article proposes the modified AHC (Ag-
glomerative Hierarchical Clustering) algorithm which clusters
graphs, instead of numerical vectors, as the approach to the
word clustering. The graph is more graphical for representing a
word and the synergy effect between the text clustering and the
word clustering is expected by combining them with each other.
In this research, we propose the similarity metric between two
graphs representing words, and modify the AHC algorithm by
adopting the proposed similarity metric as the approach to the
word clustering. The proposed AHC algorithm is empirically
validated as the better approach in clustering words in news
articles and opinions. In this article, a word is encoded into a
weighted and undirected graph and it is represented into a list
of edges.

I. INTRODUCTION

Word clustering refers to the process of segmenting a
group of words into subgroups of content based similar
words. An arbitrary group of words is given as the input and
they are encoded into their structured forms. We define the
similarity measure between the structured forms of words
and compute their similarities among them. The words are
arranged into their own subgroups based on their similarities.
In this research, we assume that the unsupervised learning
algorithms are used as the approach to the word clustering.

We mention the facts which provide the motivations for
doing this research. It caused much computation time to
encode words into numerical vectors, because too many
features are required for the robustness [2]. The sparse
distribution in each numerical vector which represents a text
or word as results from using too many features degrades
the discriminations among string vectors [2]. Recently, it be-
came the popular trend to encode the knowledge into graph
called ontology [1][27]. Hence, in his research, motivated
by the facts, we attempt to encode words into graphs for
doing the word clustering task.

Let us mention what is proposed in this research as
some ideas. In this research, each word is encoded into
a graph which its vertices indicate text identifiers and its
edges indicate the their semantic relations. We define the
similarity measure between two graphs which is given as
a normalized value between zero and one for clustering
words by the AHC (Agglomerative Hierarchical Clustering)
algorithm. We modify the AHC algorithm into the graph
based version where a graph is directly given as input data,

and apply it as the approach to the word clustering. This
research provides the graphical representations of words as
well as the solution to the above problems in encoding words
into numerical vectors.

Let us mention some benefits which are expected from this
research. We may expect the more semantic and graphical
representations as shown by graphs from this research. We
may also expect the strong discrimination among the pro-
posed representations of words by removing completely the
sparse distribution. We may expect the better word clustering
performance by solving the problems from encoding words
into numerical vectors. However, we need to define more
operations on graphs, in order to modify more advanced
machine learning algorithms.

Let us mention the organization of this research. In
Section II, we explore the previous works which are relevant
to this research. In Section III, we describe in detail what
we propose in this research. In Section IV, we validate
empirically the proposed approach by comparing it with the
traditional one. In Section V, we mention the significance
of this research and the remaining tasks as the conclusion.

II. PREVIOUS WORKS

This section is concerned with the previous works which
are relevant to this research. In Section II-A, we explore
the previous cases of applying the AHC algorithm to text
mining tasks. In Section II-B, we survey the schemes of
encoding texts or words into structured data. In Section II-C,
we describe the previous machine learning algorithms which
receive alternative structured data such as tables and string
vectors to numerical vectors. Therefore, in this section, we
provide the history about this research, by surveying the
relevant previous works.

A. Application to Clustering Tasks

This section is concerned with the previous works on
applying the modernized AHC version to the word clustering
and the text clustering. Even if the word and the article
belong to a text in the wide view, they should be distin-
guished from each other in the specific view. The version
of AHC algorithm was modernized by modifying it into
the version which solves the problems in encoding words
into numerical vectors. The word clustering and the text



clustering are typical tasks to which the modernized version
of AHC algorithm is applied. This section is intended to
explore the previous works as the cases of applying the type
of AHC algorithm to both tasks.

Let us mention the previous works on applying the mod-
ernized AHC algorithm to the word clustering. The similar-
ity metric between two vectors was modified into one which
considers similarities among features, in applying the AHC
algorithm to the word clustering [5]. The AHC algorithm
which clusters tables directly, as the modernized version,
was applied to the word clustering [7]. The AHC algorithm
as the approach to the word clustering was modified into
the version which clusters string vectors [8]. The literatures
which were mentioned above deal with the modernized
version of the AHC algorithm for improving the clustering
performance.

The word clustering may be expanded into the text
clustering as a task of text mining. The modernized AHC
algorithm which uses the similarity metric considers the
feature similarities was applied to the text clustering, as well
as the word clustering [17]. Another type of modernized
AHC algorithm which clusters table directly was adopted
for implementing a text clustering system [18]. One more
type of modernized AHC algorithm which clusters string
vectors was considered as the approach to the text clustering
[19]. The AHC algorithms which are modernized with their
different directions were applied to both the word clustering
and the text clustering.

The clustering index was used as the metric for evaluating
clustering results in this study. It was initially mentioned
for evaluating the dynamic document organization system
in 2006 [2]. It was described in detail as the metric for
evaluating clustering results, in 2007 [24]. In 2019, it was
proposed for tuning parameters of clustering algorithms [20].
It is the metric into which the intra-cluster similarity and the
inter-cluster discrimination are integrated.

Let us mention some points which make this research
distinguishable from the above literatures. We explored the
previous cases of applying the modernized versions of AHC
algorithm with their different directions to the word clus-
tering and the text clustering. We mentioned the historical
notes about the clustering index which is used for evaluating
the clustering results through some literatures. The proposed
mention of AHC algorithm which is the approach to the
word clustering, is one which clusters graphs representing
words, directly, based on their similarities. In this study, we
will apply the proposed version to the word clustering, in
order to validate its performance.

B. Word and Text Encoding

This section is concerned with the previous works on
encoding texts or words into other types of structured data.
In previous works, some issues in encoding words and
texts were discovered. The works challenged against the

issues by encoding them into alternative structured forms to
numerical vectors. In this section, we mentioned the tables,
the string vectors, and the graphs, as structured data which
are alternative to numerical vectors. This section is intended
to explore the previous cases of encoding texts or words into
one of the three types of structured forms.

Let us mention the previous cases of encoding texts or
words into table for modernizing other machine learning
algorithms. Words were encoded into tables in applying the
KNN algorithm to the text categorization [11]. Words were
encoded so, in doing it to the keyword extraction [12]. Texts
were encoded into tables in doing it to the text categorization
[13]. In the above literatures, texts and words were encoded
into tables in using the KNN algorithm.

Let us consider the previous cases of encoding texts or
words into string vectors. In modifying the KNN algorithm
as the approach to the word categorization, words were
encoded into string vectors [14]. In doing it as the approach
to the keyword extraction, words were also encoded into
string vectors [15]. Texts were encoded into string vectors
for modifying the KNN algorithm as the approach to the
text categorization [16]. The above literatures presented the
previous cases of encoding raw data into string vectors.

Let us consider the previous works on encoding words
or texts into graphs. It was proposed that words should
be encoded into graphs, in using the KNN algorithm for
classifying them [9]. Words were proposed to be encoded
so in using it for extracting keywords [10]. It was proposed
that texts were encoded into graphs in using it for classifying
texts [21]. From the representative literatures, we present the
previous cases of encoding raw data into graphs.

We mentioned the previous works about the three schemes
of encoding words or texts for performing the text mining
tasks. We adopt the third scheme where words are encoded
into graphs in this study. We define the similarity matric
between graphs and modify the AHC algorithm into the ver-
sion which processes graphs directly. We apply the modified
version of AHC algorithm for implementing the semantic
word clustering system. We evaluate the modified version
using the clustering index, comparing with the traditional
version.

C. Non-Numerical Vector based Clustering Algorithms

This section is concerned with the previous works on
the non-numerical vector based clustering algorithms. In
the previous section, we presented the cases of encoding
words or texts into non-numerical vectors. In this section,
we mention the three clustering algorithms, the string kernel
based clustering algorithm, the table matching algorithm,
and the Neural Text Self Organizer, as the typical non-
numerical vector based clustering algorithms. Because the
word clustering which is covered in this research is relevant
to the text clustering, in this section, we focus on the text
clustering in surveying the previous works. This section is



intended to survey the previous works which propose one
among the three algorithms as the approach to the text
clustering.

Let us survey the previous works on proposing and using
the string kernel. It was initially proposed for improving
the SVM (Support Vector Machine) performance as the
approach to the text categorization by Lodhi et al. in 2002
[26]. The k means algorithm was modified using the string
kernel as the approach to the text clustering and implemented
in R by Karatzoglou and Feinerer in 2006 [25]. The spec-
tral algorithm was modified using the string kernel as the
approach to the text clustering and validated empirically as
the better approach than the traditional k means algorithm
by Shi et al. in 2010 [28]. In the above literatures, the string
kernel was utilized for improving the clustering algorithm
performances, as well as the SVM one.

Let us explore the previous works on another kind of ap-
proach to the text categorization which is called table based
matching algorithm. It was initially proposed by Jo and Cho
in 2008 [22]. It was applied to the soft categorization of texts
as the extended text categorization by Jo in 2008 [3]. It was
improved into the more robust and stable approach by Jo
in 2015 [6]. In using the table based matching algorithm
which is mentioned in the above literatures, texts should be
encoded into tables.

Let us mention the Neural Text Self Organizer as the
neural network model in the style of the Kohonen Networks
which was specialized for the text clustering. It was initially
proposed as the approach to the text clustering by Jo and
Japkowicz, in 2005 [23]. It was mentioned in surveying
text clustering methods by Zheng et al. in 2006 [29]. Its
better performance than the k means algorithm and the
Kohonen Networks was confirmed in clustering texts in
various domains in 2010 [4]. In using it, texts should be
encoded into string vectors as non-numerical vectors.

We mentioned the three non-numerical vector based clus-
tering and classification algorithms. In the string kernel
based clustering algorithm, raw texts are used directly, in
the table based matching algorithm, they are encoded into
tables, and in the Neural Text Self Organizer, and they
are encoded into string vectors. In this research, words are
encoded into graphs; it is different from the cases in the
above approaches. The AHC algorithm is modified into the
version which clusters graphs directly. Its performance will
be validated in the clustering, compared with the traditional
one.

III. PROPOSED APPROACH

This section is concerned with encoding words into
graphs, modifying the AHC (Agglomerative Hierarchical
Clustering) algorithm into the graph based version and
applying it to the word clustering, and consists of the three
sections. In Section III-A, we deal with the process of
encoding words into graphs. In Section III-B, we describe

formally the process of computing the similarity between
to graphs. In Section III-C, we do the graph vector based
AHC version as the approach to the word clustering, and
in Section III-D, present the architecture of the system
which we try to implement by adopting the proposed AHC
algorithm. Therefore, this section is intended to describe the
proposed AHC version as the word clustering tool.

A. Word Encoding

This section is concerned with the process of mapping
words into graphs. We presented the previous cases of
encoding words or texts into graphs in Section II-B. The
three steps which are presented in Figure 1-3, are involved
in encoding words into graphs. In each graph, the vertex set
indicate text identifiers which are related with the word, and
the edge set indicates similarities among texts. This section
is intended to describe the three steps which are involved in
the word encoding.

Word

….

Corpus

Texts
including
word

Figure 1. Word Indexing

The process of defining the vertex set in encoding a word
into a graph is illustrated in Figure 1. The corpus as the
source and a word as an input are initially given. Texts
which include the word are extracted from the corpus as



a list of vertices. Only some among extracted texts with
higher weights of the word are selected, if too many texts are
extracted. The criteria for selecting texts as vertices becomes
the issue in this step.

Word

Similarity
Computation

Figure 2. Word Representation: Graph

Edges in representing a word into a graph are illustrated in
Figure 2. In the corpus, texts which are related with the word
are given as vertices of the graph which represents it. All
possible edges are generated as the complete links and some
with their weaker similarities are eliminated. Each edge is
labeled with its own weight which indicates the similarity
between two texts which are vertices. The number of edges
is controlled, depending on the number of vertices.

The process of computing a weight for each edge in the
complete links among vertices is illustrated in Figure 3.
The vertices are assumed to be N texts which are relevant
to the word, and N × N similarity matrix whose columns
and rows correspond to the texts. The diagonal elements
are filled with 1.0 and the off-diagonal elements are filled
with the similarities between two texts which are given as
normalized values between 0 and 1.0 in the similarity metric.
Each text is viewed as a set of words as results from indexing
it and the similarity between texts is computed based on their

Figure 3. Similarity Matrix

intersection. The values except diagonal elements are given
as weights of the edge candidates, some with higher weights
are selected as real edges.

In this section, we described the three steps which are
involved in encoding a word into a graph, as presented in
Figure 1-3. In the graph which represents a word, the vertex
set is given as a set of text identifiers which is represent to it,
and the edge set is given as a set of similarities among text
identifiers. Each graph is interpreted into a set of edges each
of which consists of the two text identifiers and the weight.
The weight which is assigned to each edge as the similarity
between two texts is always given as a normalized value
between zero and one. We need to define the operations on
graphs for modifying the machine learning algorithms into
versions which process them directly.

B. Graphs Similarity

This section is concerned with the similarity metric be-
tween two graphs. In the previous section, we studied the
process of converting words into graphs. We need to define
the similarity metric between two graphs for modifying
the AHC algorithm into the version which clusters graphs



directly. We view a graph as an edge set and start with
defining the similarity between two edges. This section
is intended to describe the similarity metric between two
graphs.

Let us mention the computation of similarity between two
edges as the basis for computing one between two graphs.
Each edge is expressed as an entry of three values as shown
in equation (1),

e ≡ (node1, node2, weight) (1)

the two edges, e1 and e2 are expressed as equation (2) and
(3),

e1 = (node11, node12, weight1) (2)

e2 = (node21, node22, weight2) (3)

and weight1 and weight2 are given as normalized values
between zero and one.

We consider the three possible cases between two edges
as both nodes are same to each other, either of them is same,
and neither of them is so. The similarity between two edges
is defined on the three conditions:
• In the two edges, if both nodes are same to each other,

the similarity between them is defined by equation(4),

sim(e1, e2) =
1

2
(weight1 + weight2) (4)

• In the two edges, if only either of two nodes are same
to each other, the similarity between them is defined
by equation(5),

sim(e1, e2) = (weight1 × weight2) (5)

• In the two edges, if no node are same to each other,
the similarity between them is zero.

The edge similarity will be used for computing the similarity
between an edge and a graph, next.

The similarity between two edges is expanded into one
between an edge and a graph. The graph, G is expressed
as a set of edges, G = {e1, e2, . . . , e|G|}. The similarity,
sim(ei, G), is computed by equation (6),

sim(ei, G) =
G

max
k=1

sim(ei, ek) (6)

The similarity between an edge and a graph is the maximum
among its similarities with ones in the graph, as shown in
equation (6). When only edge er in the graph, G, have both
identical, assuming that all weights are constant between
zero and one, the similarity between an edge and a graph is
expressed by equation (7),

sim(ei, G) = sim(ei, er) (7)

The similarity between an edge and a graph is expanded into
one between two graphs,further. The two graphs are notated

by G1 and G2, and they are viewed as edge sets, as shown
in equation (8) and (9),

G1 = {e11, e12, . . . , e1|G1|} (8)

G2 = {e21, e22, . . . , e2|G|2} (9)

For each edge in the graph, G1, its similarity with the graph,
G2 is computed by equation (6). The similarity between the
two graphs, G1 and G2 is computed by equation (10),

sim(G1, G2) =
1

|G1|

|G1|∑
i=1

sim(e1i, G2) (10)

The similarity between the two graphs, G1 and G2, is always
given as a normalized value between zero and one.

We mentioned the similarity between two graphs as a nor-
malized value between zero and one, and let us assume that
all edges are weighted as 1.0 in both graphs. If G1 = G2, the
similarity between two graphs is given as 1.0 by equation
(11),

sim(e1i, G2) = 1.0

sim(G1, G2) =
1

|G1|

G1∑
i=1

sim(e1i, G2) =
|G1|
|G1|

= 1.0

(11)

If no vertex shared by two graphs, the similarity between
two graphs given as zero by equation (12),

sim(e1i, G2) = 0.0

sim(G1, G2) =
1

|G1|

G1∑
i=1

sim(e1i, G2) =
0

|G1|
= 0.0

(12)

The similarity between two graphs is always given as a
normalized value between zero and one by equation (13),

G1 ∩G2 ⊆ G1, G1 ∩G2 ⊆ G2

0 ≤ sim(e1i, G2) ≤ 1.0

0 ≤ 1

|G1|

G1∑
i=1

sim(e1i, G2) ≤ 1.0

0 ≤ sim(G1, G2) ≤ 1.0

(13)

Each edge is usually weighted between zero and one, so
the similarity between two graphs is clearly given as a
normalized value.

C. Proposed Version of AHC Algorithm

This section is concerned with the proposed version of the
AHC algorithm which is shown in Figure 4, as the approach
to the semantic word clustering. We described the process of
encoding words into graphs in Section III-A, and assume that
items in the group are given as graphs. The similarity metric
which is described in Section III-B is used for computing the
similarity between clusters in executing the AHC algorithm.



Variants may be derived by considering various schemes
of merging clusters and computing the cluster similarities,
in addition. This section is intended to describe the AHC
algorithm which clusters graphs directly, and its variants.

Figure 4. Proposed Version of AHC Algorithm

Let us mention the computation of the similarity be-
tween two clusters. The two clusters are notated by
sets of graphs:C1 = {G11, G12, . . . , G1|C1|} and C2 =
{G21, G22, . . . , G2|C2|}. All possible pairs of graphs are
generated from the two clusters, and for each pair, its
similarity is computed by the equation which was defined
in Section III-B. The similarity between the two clusters is
computed by equation (14),

sim(C1, C2) =
1

|C1||C2|

|C1|∑
i=1

|C2|∑
j=1

sim(G1i, G2j) (14)

The similarity between two graphs is always given as a
normalized value between zero and one, so the similarity
between two clusters which is computed by equation (14) is
also given as a normalized value.

Let us mention the process of clustering data items by the
AHC algorithm. The tables which are mapped from words
in the group are notated by the set, {G1, G2, . . . , GN}, and
the set of initial clusters is expressed as {C1

1 , C
1
2 , . . . , C

1
N1
},

where Ci = {Gi}, the super script 1 means the initial
iteration, and N1 = N which is the number of clus-
ters in the first iteration. All possible pairs of clusters,
Pair(Ck

i , C
k
j ), i < j, are generated, and the similarity

between two clusters sim(Ck
i , C

k
j ) is computed for each

pair by equation (14). Clusters in the pair with the maximal
similarity are merged into a cluster as shown in equation

(15),

Pairmax(C
k
i , C

k
j ) =

Nk
argmax

i<j
sim(Ck

i , C
k
j )

Ck+1
merge = merge(Pairmax(C

k
i , C

k
j ))

(15)

and the number of clusters in the k+1 th iteration is Nk+1 =
Nk − 1 by decrementing the number of clusters by merging
it. The AHC algorithm proceeds clustering by iterating the
computation of similarities between clusters in all possible
pairs and merge of pair with the maximal similarity into one
cluster.

Let us mention the clustering index which is used for
evaluating the traditional version and the proposed one of the
AHC algorithm. The intra-cluster similarity of the cluster,
Ci, and the inter-cluster similarity of the two clusters, Ci

and Cj are notated respectively by intra sim(Ci) and
inter sim(Ci, Cj) and the clustering results are expressed
as a set of clusters, C = {C1, C2, . . . , C|C|}. The intra-
cluster similarity over the clustering results,C, is computed
by equation (16),

intra sim(C) =
1

|C|

|C|∑
i=1

intra sim(Ci) (16)

and the inter-cluster similarity over entire cluster, C is
computed by equation (17),

inter sim(C) =
2

|C|(|C| − 1)

|C|∑
i<j

inter sim(Ci, Cj)

(17)

The clustering index is computed by equation (18),

CI(C) =
2 · intra sim(C) · (1− inter sim(C))

intra sim(C) + (1− inter sim(C))
(18)

The desired goal of clustering data items is to maximize
the intra cluster similarity and minimize the inter cluster
similarity.

We described the proposed version of the AHC algorithm
as the approach to the data clustering. Raw data is encoded
into graphs for using the proposed version for clustering
data items. We use the similarity metric between graphs for
computing similarities among items. The similarity between
clusters is the average over all possible similarities of
data items. The desired number of clusters is set as the
termination condition in proceeding clustering by the AHC
algorithm.

D. Word Clustering System

This section is concerned with the semantic word cluster-
ing system which adopts the graph based AHC algorithm.
In Section III-C, we described the proposed version of
AHC algorithm which clusters graphs directly. Words are
encoded into graphs and clustered into subgroups as the
main functions. Clustering data items is executed by iterating



computing the similarities among clusters and merging clus-
ters. This section is intended to describe the word clustering
system with respect to its functions and architecture.

The words are gathered as clustering targets. Because
unsupervised learning algorithms are used for clustering
data, the words are assumed to be unlabeled. The words are
encoded into tables by the process which was mentioned
in Section III-A. The similarity metric which is described
in Section III-B is defined and the AHC algorithm which
is described in Section III-C is adopted as the clustering
method. The number of clusters should be set as the termi-
nation condition in the system.

The entire architecture of the proposed word clustering
system is illustrated in Figure 5. All words which are given
as the input are encoded into graphs. They are clustered by
the AHC algorithm which was described in Section III-C
in the similarity computation module and the clustering
module. The graph clusters are restored into the word
clusters by the decoder. There are the four modules in the
system: the encoding module, the similarity computation
module, the clustering module, and the decoding module.

Figure 5. Proposed System Architecture

The execution process of the proposed system is illus-
trated as a block diagram in Figure 6. The words which
are clustered are encoded into graphs by the encoding
module. The graphs are clustered by the AHC algorithm
by iterating computing the similarity among clusters and
merging clusters. Clusters each of which contain semantic
similar words are given as the final output in the system.
In advance we need to decide the number of clusters as an
external parameter.

Let us make some remarks on the proposed system which
is illustrated in Figure 5 as the architecture. Words are
encoded into graphs, instead of numerical vectors. Graphs
which represent words are clustered by the proposed AHC
algorithm, directly. The clustering performance is improve
by what is proposed in this research as shown in Section IV.
In the next research, we present the graphical user interface
and the source codes which are necessary for implementing
the system as a complete one.

Word
Encoding

Words Graphs

Similarity
Computing

Cluster
Merging

Clusters

Figure 6. Execution Process of Proposed System

IV. EXPERIMENTS

This section is concerned with the empirical experiments
for validating the proposed version of AHC algorithm, and
consists of the five sections. In Section IV-A, we present
the results from applying the proposed version of AHC
to the word clustering on the collection, NewsPage.com.
In Section IV-B, we show the results from applying it for
clustering words from the collection, Opinosis. In Section
IV-C and IV-D, we mention the results from comparing the
two versions of AHC algorithm with each other in clustering
words from 20NewsGroups.

A. NewsPage.com

This section is concerned with the experiments for validat-
ing the better performance of the proposed version on the
collection: NewsPage.com. We set the number of clusters
as four, following the number of categories for evaluating
the performance, and gather words from the collection,
category by category, as the labeled ones. In the clustering
process, each word is arranged into one of the four clusters,
exclusively, in this set of experiments. We use the clustering
index which was proposed in [2] for evaluating the clustering
performances. Therefore, this section is intended to observe
the performance of the traditional and proposed versions of
AHC algorithm with different input sizes.

In Table I, we specify NewsPage.com as the text col-
lection which is used as the source for extracting classified
words, in this set of experiments. The text collection, News-
Page.com, was also used for evaluating approaches to text



categorization, in previous works [5]. We extract the 300
important words from each topic for building the collection
of classified words for evaluating the approaches to word
clustering. We segment the entire collection which consists
totally of 1200 words into the four subgroups, depending
on their semantic similarities. In each category, words are
selected by their frequencies concentrated on the given topic
combined with subjectivity, from the text collection.

Table I
THE NUMBER OF TEXTS AND WORDS IN NEWSPAGE.COM

Category #Texts #Words
Business 500 300
Health 500 300
Internet 500 300
Sports 500 300
Total 2000 1200

Let us mention the experimental process for validating
empirically the proposed approach to the task of word clus-
tering. We extract the important words from each category in
the above text collection, and encode them into numerical
vectors and graphs. The 1200 examples are clustered into
the four clusters by the both versions of AHC algorithm. We
use the clustering index which combines the two measures,
the intra-cluster similarity and the inter-cluster similarity,
for evaluating the both versions. The clustering index is
described in detail in [24], and used previously for evaluating
the clustering algorithms [2].

In Figure 7, we illustrate experimental results from clus-
tering words using the both versions of AHC algorithm. The
y-axis indicate the clustering index and is the measure for
evaluating the clustering results. In the x-axis, each group
indicates the input size as the dimension of numerical vectors
which represent words. In each group, the gray bar and the
black bar indicate the results of the traditional version and
the proposed version of AHC algorithm, respectively. The
most right group in Figure 7 indicates the average aver the
results of the left four groups.

Figure 7. Results from Clustering Words in Text Collection: News-
Page.com

Let us make the discussions on the results from doing the

word clustering, using the both versions of AHC algorithm,
as shown in Figure 7. In the proposed version of AHC
algorithm, the clustering index which is the performance
measure of these clustering tasks is in the range between 0.1
and 0.3. The proposed version of the AHC Algorithm works
much better in the all input sizes, as shown in Figure 7. The
reason of the better performance is the improved discrimi-
nations among representations of words, by encoding words
into graphs as alternative structured forms to numerical
vectors. From this set of experiments, we conclude that the
proposed version works much better than the traditional one,
in averaging over the four cases.

B. Opinopsis

This section is concerned with the set of experiments for
validating the better performance of the proposed version:
Opniopsis. In this set of experiments, the three categories are
predefined in the collection, and we collect words category
by category as the classified ones. A group of words is
exclusively segmented into the three clusters. In this set of
experiments, we also use the clustering index. Therefore,
in this section, we observe the performances of the both
versions of AHC algorithm with the different input sizes on
another collection.

In Table II, we illustrate the text collection, Opinosis,
which is used as the source for extracting the classified
words, in this set of experiments. The collection, Opinosis,
was used in previous works for evaluating approaches to
text categorization. We extract the 300 important words
from each topic as the collection of classified words, for
evaluating the approaches to word clustering. The group of
totally 900 words is segmented into the three subgroups by
the clustering algorithms, according to the number of the
predefined categories. The words are extracted by both their
frequencies which are concentrated in their own categories,
in this set of experiments.

Table II
THE NUMBER OF TEXTS AND WORDS IN OPINIOPSIS

Category #Texts #Words
Car 23 300

Electronic 16 300
Hotel 12 300
Total 51 900

We perform this set of experiments by the process which
is described in section IV-A. We extract the 300 important
words by scanning individual texts in each category, and
encode them into numerical vectors and graphs, with the
input sizes: 10, 50, 100, and 200. The group of total
900 examples is clustered by the both versions of AHC
algorithm into the three clusters, using the cosine similarity
and the proposed one. In this set of experiments, we use
also the clustering index which combines the intra-cluster
similarity and the inverse inter-cluster similarity with each



other, for evaluating the both versions. We adopted the
external evaluation where the labeled examples are used for
evaluating clustering algorithms which is mentioned in [2].

In Figure 8, we illustrate the experimental results from
clustering words using the both versions of AHC algorithm.
Like Figure 7, the y-axis indicates the value of clustering
index, and x-axis indicates the group of the two versions
of AHC algorithm by an input size. In each group, the
grey bar and the black bar indicate the achievements of the
traditional version and the proposed on of AHC algorithm.
In Figure 8, the most right group indicates the averages over
the achievements of both versions of the left four groups.
Therefore, Figure 8 shows the results from clustering words
into the three subgroups by both versions, on the collection:
Opinosis.

Figure 8. Results from Clustering Words in Text Collection: Opiniopsis

We discuss the results from doing the word clustering,
using the both versions of AHC algorithm, on Opinosis,
shown in Figure 8. The values of clustering index of both
versions range between less than 0.1 and 0.7. The proposed
version of AHC algorithm works better than the traditional
ones in all input sizes. The reason of its better performance
is the improved discriminations among graphs as alternative
representations of words to numerical vectors. From this set
of experiments, we conclude that the proposed one works
outstandingly better in averaging over the four cases.

C. 20NewsGroups I: General Version

This section is concerned with one more set of experi-
ments for validating empirically the better performance of
the proposed version on the text collection: 20NewsGroups
I. In this set of experiments, we predefine the four general
categories and gather words from the collection category by
category as the classified ones. The task of in this set of
experiments is to cluster the gathered words into the four
clusters based on their semantic similarities, exclusively.
The both versions of AHC algorithm are evaluated by
the clustering index, like the previous set of experiments.
Therefore, in this section, we observe the performances of
the both versions with the different input sizes.

In Table III, we specify the general version of 20News-
Groups which is used for evaluating the two versions of
AHC algorithm. In 20NewsGroup, the hierarchical classifi-
cation system is defined with the two levels; in the first level,
the six categories, alt, comp, rec, sci, talk, misc, and soc, are
defined, and among them, the four categories are selected,
as shown in Table III. In each category, we select 1000 texts
at random, and extract 300 important words from them as
the labeled words. In the process of gathering the classified
words, they are selected by their frequencies which are
concentrated in their corresponding categories. Therefore,
following the external evaluation, we use the classified words
for evaluating clustering results.

Table III
THE NUMBER OF TEXTS AND WORDS IN 20NEWSGROUPS I

Category #Texts #Words
Comp 1000 300
Rec 1000 300
Sci 1000 300
Talk 1000 300
Total 4000 1200

The experimental process is identical is that in the previ-
ous sets of experiments. In each category, we extract the 300
important words and encode them into numerical vectors
and graphs with the input sizes, 10, 50, 100, and 200.
The totally 1200 words are clustered by the two versions
of AHC algorithm, based on their similarities. We use the
clustering index which combines the intra-cluster similarity
and the inverse inter-cluster similarity with each other, for
evaluating the both versions, identically to the previous sets
of experiments. We use the labeled words and their target
labels are hidden during clustering process.

In Figure 9, we illustrate the experimental results from
clustering the words using the both versions of AHC al-
gorithm on the broad version of 20NewsGroups. Figure 9
has the identical frame of presenting the results to those of
Figure 7 and 8. In each group, the gray bar and the black
bar indicates the achievements of the traditional version
and the proposed version of AHC algorithm, respectively.
This figure presents the results from clustering words into
the four clusters by changing their input sizes. We adopt
the external evaluation as the paradigm of evaluating the
clustering results, in this set of experiments.

Let us discuss the results from doing the word clustering
using the both versions of AHC algorithm on the broad
version of 20NewsGroups, as shown in Figure 9. The
clustering indices of the both versions range between less
than 0.1 and 0.3. The proposed version shows the much
better results in all of the input sizes. The reason of the
better results is the improved discrimination among word
representations. From this set of experiments, we conclude
the proposed version win completely over the traditional one,
in averaging their four achievements.



Figure 9. Results from Clustering Words in Text Collection: 20NewsGroup
I

D. 20NewsGroups II: Specific Version

This section is concerned with one more set of experi-
ments where the better performance of the proposed version
is validated on another different version of 20NewsGroups.
In this set of experiments, the four specific categories are
predefined and words are gathered from each topic as the
classified ones. The task of this set of experiments is to
cluster exclusively words into four clusters. We use the
clustering index like the previous sets of experiments as the
evaluation metric. Therefore, in this section, we observe the
performances of the both versions of AHC algorithm, with
the different input sizes.

In Table 4, we specify the second version of 20News-
Groups which is used in this set of experiments. Within the
general category, sci, the four categories, electro, medicine,
script, and space, are predefined. We build the collection of
labeled words by extracting the 300 important words from
approximately 1000 texts in each specific category. In this
set of experiments, the group of 1,200 words is clustered into
the four groups. We use the classified words for evaluating
the results from clustering them, like the case in the previous
set of experiments.

Table IV
THE NUMBER OF TEXTS AND WORDS IN 20NEWSGROUPS II

Category #Texts #Words
Electro 1000 300

Medicine 1000 300
Script 1000 300
Space 1000 300
Total 4000 1200

The process of doing this set of experiments is same
to that in the previous sets of experiments. We extract the
identical number of words from all texts in each category,
and encode them into numerical vectors. We cluster 1200
words by the two versions of AHC algorithm into the
four clusters. We use the clustering index based on the
intra-cluster similarity and inverse inter-cluster similarity, for
evaluating the both versions. We evaluate the results from

clustering items, using the labeled examples, following the
external validity.

We present the experimental results from clustering the
words using the both versions of AHC algorithm on the
specific version of 20NewsGroups. The frame of illustrating
the classification results is identical to the previous ones.
In each group, the gray bar and the black bar stand for
the achievements of the traditional version and the proposed
version, respectively. The y-axis in Figure 10, indicates the
clustering index which is used as the performance metric. In
clustering words, each of them is allowed to belong to only
one cluster like the cases in the previous sets of experiments.

Figure 10. Results from Clustering Words in Text Collection: 20News-
Group II

Let us discuss the results from clustering the words
using the both versions of AHC algorithm on the specific
version of 20NewsGroups, as shown in Figure 10. The
clustering indices of both versions range between less than
0.1 and 0.47. The proposed version shows its strongly better
performances in the all input sized, as shown in Figure 10.
The reason of the better performances is the discriminations
among feature vectors which is improved by encoding words
into graphs, instead of numerical vectors. From this set
of experiments, it is concluded that the proposed version
of AHC algorithm is much feasible to the task of word
clustering.

V. CONCLUSION

Let us discuss the entire results from clustering word
using the two versions of AHC algorithm. In these sets
of experiments, the traditional and proposed version are
compared with each other in the tasks of word clustering.
The proposed version shows the better results in all of the
four collections. The clustering indices of the traditional
version is always less than 0.1, while those of the proposed
version range between 0.1 and 0.68. Through the four
sets of experiments, we conclude that the proposed version
improve the word clustering performance very strongly as
the contribution of this research.

Let us mention some remaining tasks for doing the further
research. We need to validate more the proposed approach in



clustering words in specific domains such as medicine, en-
gineering, and economics, and customize it correspondingly.
We need to consider other schemes of encoding words into
graphs and other similarity measures between graphs. We
modify other machine learning algorithms into their graph
based versions where a graph is given by itself as the input
data. We implement a word clustering system by adopting
the proposed approach.
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