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Abstract

In this paper, we propose a quantum evidential reasoning rule in the framework

of generalized quantum evidence theory.
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1. Introduction

We develop a quantum evidential reasoning method in the framework of gen-

eralized quantum evidence theory[1] inspired by [2, 3]. A generalized quantum

mass function QMh
can be profiled by a quantum belief distribution (QBD),

defined as follows

QMh
=

(θ,Pθ,h),∀θ ⊆ Θ,
∑
θ⊆Θ

|Pθ,h|2 = 1

 , (1)

where Pθ,h is a complex number.
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Then, the generalized weighted quantum belief degree (WQBD) is defined as

QMθ,h
= QMh

(θ) =


0 θ = ∅

whPθ,h θ ⊆ Θ, θ ̸= ∅

1− wh θ = P (Θ)

(2)

where wh is the weight of generalized quantum mass function QMh
.

After the WQBDs are calculated, the recursive combination rule of WQBDs

is defined as follows:

QMθ,e(h)
= [QM1 ⊕ · · · ⊕QMh

](θ) =


0 θ = ∅

|Q̂Mθ,e(i)
|2∑

D⊆Θ |Q̂MD,e(i)
|2+|Q̂MP (Θ),e(i)

|2 θ ̸= ∅

(3)

Q̂Mθ,e(i)
=

[
QMP (θ),i

QMθ,e(i−1)
+QMP (θ),e(i−1)

QMθ,i

]
+

∑
B∩C=θ

QMB,e(i−1)
QMC,i

, ∀θ ⊆ Θ

(4)

Q̂MP (Θ),e(i)
= QMP (θ),i

QMP (Θ),e(i−1)
. (5)

Finally, the generalized QER rule is represented as

Pθ = Pθ,e(L) =


0 θ = ∅

|Q̂Mθ,e(L)
|2∑

B⊆Θ |Q̂MB,e(L)
|2 θ ̸= ∅

(6)

where L is the length of quantum evidence set for combination.
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