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Abstract

The application of deep neural networks in geospatial data has become a trending
research problem in the present day. A significant amount of statistical research
has already been introduced, such as generalized least square optimization by
incorporating spatial variance-covariance matrix, considering basis functions in
the input nodes of the neural networks, and so on. However, for lattice data, there
is no available literature about the utilization of asymptotic analysis of neural
networks in regression for spatial data. This article proposes a consistent local-
ized two-layer deep neural network-based regression for spatial data. We have
proved the consistency of this deep neural network for bounded and unbounded
spatial domains under a fixed sampling design of mixed-increasing spatial regions.
We have proved that its asymptotic convergence rate is faster than that of [1]’s
neural network and an improved generalization of [2]’s neural network structure.
We empirically observe the rate of convergence of discrepancy measures between
the empirical probability distribution of observed and predicted data, which will
become faster for a less smooth spatial surface. We have applied our asymp-
totic analysis of deep neural networks to the estimation of the monthly average
temperature of major cities in the USA from its satellite image. This applica-
tion is an effective showcase of non-linear spatial regression. We demonstrate our
methodology with simulated lattice data in various scenarios.
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1 Introduction

In recent years, the application of machine learning and neural network models in spa-
tial statistics has been a highly demanding and challenging research problem. Many
researchers have focused on the application of neural networks in geospatial data sets
for example pollution data, temperature data, spatial disease mapping, spatial econo-
metrics, and so on. The neural network becomes popular day by day for its flexibility,
and prediction accuracy. From a statistical point of view, many researchers focus on
its explainability. For example [3] has developed the convergence rate of a multilayer
compositional neural network for independent and identically distributed (iid) feature
space. [4] has proved the optimum minimax rate of convergence of a fully connected
deep neural network. [5] has proved the asymptotic convergence of convolutional neu-
ral networks for image classifiers. [6] has proved the asymptotic convergence rate of
shallow neural networks. [2] has proved the asymptotic convergence and asymptotic
normality of the sieve neural network. These articles critically review the asymptotic
convergence of neural networks under some regularity conditions.

Now coming to the application of neural networks in spatial data there are also
some significant contributions. [7] has introduced “Deep Kriging” (DK) by consid-
ering the basis functions in the input node of deep neural network similar concept
of fixed rank kriging (FRK) of [8]. [9] has extended this DK in a spatio-temporal
framework. [10] estimate parameter of Matern covariance function. [1] has introduced
a generalized least square-based graphical neural network for geospatial data. [11]
has proposed a neural network-based spatial autoregressive model. [12] has reviewed
almost all recently proposed different types of neural network-based models for spatial
and spatio-temporal data.

The literature has a significant gap regarding the asymptotic inference of neural
network estimates for spatial data. From the literature, all the researchers mainly focus
on solving two major problems, estimating mean function ([7]), and parameter esti-
mation of covariance function ([10]). But [1] has first proposed the spatial dependent
graphical neural networking assuming the spatial points as nodes of neural network.
But still, some open research questions arise.

Question-1 How the neighborhood size “M” contributes in asymptotic convergence of [1]’s
graphical neural network?

Question-2 [7]’s neural network considering [13]’s multi-resolution radial basis in the input
nodes and [9]’s long short time memory (LSTM) extension ignore the fact that for
every spatial location the basis coefficients are different. As a result, it’s not clear
how they consider spatial random effects via neural networks.

Question-3 [11] only considers the spatial random effect of response and covariate space are
linearly additive ignoring the nonlinear strength of the neural network. Here how
this network is convergent is unexplained.

In this research, we have sorted these three problems of the previous research. We have
proposed a nonlinear spatial neural network for spatial data which is a generalization
of [11]’s spatial regression model. We have generalized [2]’s single-layer sieve neural
network into the deep neural network by increasing the width and depth. We explain
how convergence is achieved by increasing neighborhood size under some regularity

2



conditions with a faster convergence rate than that of [1]. To overcome the short-
comings of considering spatial random effect in “Deep Kriging” of [7] we introduce a
localized deep neural network.

In Section (2.1) we have described the spatial sampling design that is required for
the inference of localized deep neural network and then we have discussed the details
of the algorithm of localized deep neural network in spatial regression. In Section (2.2)
we have discussed the asymptotic convergence, convergence rate, and central limit
theorem of the weighted sum of localized deep neural network function in the mixed
increasing domain under fixed sampling design. In Section (2.3) we explain the confi-
dence interval of localized deep neural network functional, asymptotic behavior of KL
divergence. In Section (3) we empirically validate our theoretical results by different
simulated data and one monthly average temperature data of major cities of the USA
and satellite image.

2 Methodology

2.1 Localized DNN

Nowadays deep neural networks are famous for their approximation quality. For spatial
framework, it’s very common to assume the nodes in the location and then perform a
neural network modeling. In this section, we will study a localized neural network that
will apprehend the spatial dynamicity along with the relationship between response
and covariates. This model is a potential generalization of spatial regression. This
section is partitioned into two parts. The first part will explain how to import the
spatial dependence and the second part will give an overview of how we can execute
the algorithm.

2.1.1 Spatial Sampling Regions

Let’s consider an open connected set of (− 1
2 ,

1
2 ]
d is R∗

0 and a prototype Borel set R0

satisfying R∗
0 ⊂ R0 ⊂ Clo.R∗

0. Let {λn}n∈N be a sequence of non-decreasing positive
real numbers (λn = o(n)) such that λn → ∞ as n → ∞. The sampling region Rn is
achieved by ‘inflating’ the prototype set R0 by a scaling factor λn

Rn = λnR0.

As a result, the sampling region Rn becomes unbounded. Now for a mixed increasing
spatial sampling design like [14] we assume a diagonal matrix ∆ = diag (e1, e2, · · ·, ed)
and Zd = {∆i : i ∈ Zd} where ei ∈ (0,∞) is an increment in the ith direction.
Let {ηn}n∈N be a sequence of decreasing positive real numbers (ηn = o(λ−dn )) such
that ηn → 0 as n → ∞. We consider the sampling sites {s1, s2, · · ·, sNn

} under
mixed-increasing domain case are given by the points

{s1, s2, · · ·, sNn} ≡ {s ∈ ηnZd : s ∈ Rn}. (1)

In (1) the sampling points of the scaled lattice ηnZd lie in the sampling region Rn

and with increasing n the lattice becomes finer, inflated (unbounded) and makes the
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region Rn dense. The maximum separation distance between two adjacent vertices of
a lattice rectangle is bounded by ηn ≡ max{e1, e2, · · ·, ed} → 0 as n→ ∞. As a result,
the sample size n will satisfy the growth condition

|∆−1R0|
(
λn
ηn

)d
∼ Nn

of a larger order than the volume of Rn. Next, we consider an increasing sequence of
positive real-numbers {δn}n∈N such that δn = o(log n) and δn → ∞ as n → ∞. Let
Nn(si, δn, ηn) is the neighborhood centered at si with radius δn like [15] which will
satisfy

Nn(si, δn, ηn) ⊂ Nn+1(si, δn+1, ηn).

Assume {Γn}n∈N is an increasing sequence of positive integers satisfying Γn = O(λn)
that denotes the cardinality of spatial locations included in the neighborhood. As
n→ ∞ the lattice spacing ηn → 0 and, the cardinality, Γn, is going to ∞. Under mixed
increasing sampling design the sampling region and neighborhood of every location
have two properties: the neighborhoods of every location will become denser which
incorporates the “infill” property of the spatial domain and the sampling region will
be inflated with increasing Nn which incorporates the “increasing domain” property
of spatial domain. In the infill spatial neighborhood, we study the asymptotic behavior
of a two-layer deep neural network (DNN) estimator.

2.1.2 Spatial DNN

We assume that {Y (s) : s ∈ Rn} and {X (s) ⊂ Rp : s ∈ Rn} are (p + 1) dimensional
random fields (rf) on the bounded region Rn ⊂ Rd. Let Y (s) and X (s) are respectively
the spatial surface of response and predictor variables. In the spatial autoregression
(SAR) model we consider

Y (s) = ρWY + X (s)β + ϵ. (2)

In (2) the dependent variable Y ≡ Y (s) ∈ RNn , the independent variables X ≡ X (s) ∈
RNn×p. The spatial weight matrix W ∈ RNn×Nn and the error ϵ(·) is a white noise
process with variance σ2. In this article, we extend the SAR model in a non-linear
framework. We assume there is a nonlinear regressive behavior in Y for every spatial
location such that

Yt(si) = f0 (Yt(sj),Xt(si),Xt(sj)) + ϵt(si),

t = 1, 2, · · ·, n; sj ∈ NΓn
(si, δn, ηn) ≡ Nn(si, δn, ηn) ⊂ Rn.

(3)

Here in (3), we assume that the unknown function f0 ∈ F such that,

F =
{
f2 ◦ f1 : fi ∈ Mαi,β̃

i

}
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where, Mαi,β̃
i is the isotropic β̃ Holder class of function fi

1. In (3) Yt(si),Xt(si)
are n independent and identically distributed (iid) copies of Y (si) ∈ RNn and
X (si) ∈ RNn×p. Under infill asymptotic of fixed sampling design the nonlinear
unknown function f0 will minimize the population criterion function

Ln(f) =

[
1

n

n∑
t=1

{Yt(si)− f(Yt(NΓn
(si, δn, ηn)),Xt(NΓn

(si, δn, ηn)))}2
]

=
1

n

n∑
t=1

{f(Yt(NΓn(si, δn, ηn)),Xt(Nn(si, δn)))

−f0(Yt(NΓn
(si, δn, ηn)),Xt(NΓn

(si, δn, ηn)))}2 + σ2.

(4)

We can obtain a least square estimator of the regression function (4) by minimizing
the empirical squared error loss Ln(f):

f̂n(si) = argminf∈FLn(f)

= argminf∈F
1

n

n∑
t=1

{Yt(si)− f(Yt(NΓn
(si, δn, ηn)),Xt(NΓn

(si, δn, ηn)))}2 .

(5)

The least-square estimator in (5) over universal F may face some undesired properties
for example consistency. Therefore, optimizing the squared error loss over some less
complex functional space Fn will be better.
Assumption 2.1. The functional space Fn with VC dimension ν and the functionals
belonging to this space are square-integrable (one choice might be Reproducing Kernel
Hilbert Space).

Here the function space Fn in Assumption. 2.1 is an approximation of F and
this approximation error tends to 0 with increasing sample size in NΓn

(si, δn, ηn). We
consider a sequence of non-decreasing classes of functions

F1 ⊂ F2 ⊂ · · · ⊂ Fn ⊂ Fn+1 ⊂ · · · ⊂ F

where
⋃
n≥1 Fn is dense in F . Moreover for any f ∈ F there exists a projection

πnf ∈ Fn such that some pseudometric defined in F i.e. d(f, πnf) → 0 where as
n → ∞. This type of function is defined as a 2-DNN according to [16]. The DNN

estimator f̂n would satisfy

Ln(f̂n) ≤ Inff∈Fn
Ln(f) +OP (Ξn)

1A function fi : Rd → R will be from isotropic β̃ Holder class Mαi,β̃

i if there exists a constant Mi >
1; αi ∈ (0, 1) such that

|Dβ̃
fi(x) −D

β̃
fi(y)| ≤ Mn||x − y||αi

2

where, Dβ̃f(x) is the β̃-th order partial derivative of fi(x).
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Fig. 1: Flowchart of Localized DNN Estimator

with limn→∞Ξn = 0. We will describe the localized DNN with two hidden layers
and a tanh activation function belonging to the isotropic holder class1. We assume a
two-layer DNN with r hidden nodes:

Fr,n ≡
{
f2 ◦ f1 : f1 ∈ F (1)

r ⊂ Mα1,β̃
1 & f2 ∈ F (2)

r ⊂ Mα2,β̃
2

}
≡

{
ϑ0 +

r∑
i=1

ϑitanh

(
r∑
j=1

νijtanh

(
p∑
k=1

Γn∑
l=1

υijklXk(sσl
)+

Γn∑
l=1

υij(p+1)lY (sσl
) + υij00

)
+ νi0

)
:

r∑
i=0

|ϑi| ≤ V2;

r∑
j=0

|νij | ≤ V2 max1≤i≤r
1≤j≤r

p+1∑
k=0

Γn∑
l=1

|υijkl| ≤ V1for some V1 > 1

}
;

for some min{V1, V2} > 1;ϑi, νij , υijkl ∈ R;
i, j = 0, · · ·, r; k = 0, · · ·, (p+ 1); l = 1, 2, · · ·,Γn; σl ∈ {1, 2, · · ·, n}.

(6)

Assume ||Yi||∞ ≤ min{V1, V2} ⇒ ||f0||∞ ≤ min{V1, V2}. In (6) we assume{
sσ1 , sσ2 , · · ·, sσΓn

}
∈ NΓn(si, δn, ηn). In Figure 1 we have illustrated the workflow

of a two-layer DNN-based spatial regression model. For unbounded regions corre-
sponding to every target location we create a spatial neighborhood of radius δn and
consider those locations included in this spatial neighborhood. We feed the response
and covariates of those spatial locations in the input node of a DNN having two hid-
den layers. Here to avoid high-dimensional problems we also give one constraint that
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(p + 1)Γn = o(max{Nn, n}). This restriction is crucial for bounded and unbounded
spatial domains. However, for the bounded domain case, it will be equivalent to the
purely “infill” spatial subsampling. In Algorithm (1) we have explained the algorithm
2-DNN based spatial regression model. From this Algorithm (1) it’s clearly under-
standable that this model is capturing spatial dynamicity at the local level by finer
grid spacing concept of multi-resolution and overall dynamicity by the sieve class of
nonlinear functionals.

Algorithm 1 2-DNN Spatial Auto Regression

1: Spatial sampling region, Rn = λn ·R0.
2: Initial Grid Spacing in Lattice, ηn ← 1

λn+d
.

3: for l in 1:L do
4: Making finer grid ηnl ← ηn

2l
.

5: for each δn do
6: Create Neighborhood NΓn

(si, δn, ηn) and store Y,X in Yt(si,NΓn
).

7: for i in 1 : Nn do
8: Define 2-DNN spatial regression model with tanh activation:

Yi = f2(W2f1(W1Yt(si,NΓn
) + b1) + b2),

hi = f(Wihi−1 + bi), tanh(x) =
ex − e−x

ex + e−x
.

9: for epoch = 1 to num epochs do
10: Shuffle the training data.
11: for b in 1:B do
12: Compute loss for minibatch.

Lnb =
1

n

n∑
t=1

{Yt(si)− f(Yt(si,NΓn
))}2 .

13: Compute gradients for minibatch using backpropagation.

∂ Lnb
∂w

=
1

n

n∑
i=1

(Yi − Ŷi) ·
∂Ŷi
∂w

14: Update model parameters using Adam optimizer.

m∗
p = β∗

1m
∗
p−1 + (1− β∗

1 )g
∗
p ; v

∗
p = β∗

2v
∗
p−1 + (1− β∗

2 )g
∗2
p

m̂∗
p =

m∗
p

1− β∗p
1

; v̂∗p =
v∗p

1− β∗p
2

; θ∗p+1 = θ∗p −
α∗m̂∗

p√
v̂∗p + ϵ∗

15: Update learning rate according to necessity.
16: end for
17: Evaluate the model’s performance on the validation data set.
18: end for
19: end for
20: end for
21: end for
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2.2 Asymptotic Analysis

This section is devoted to discussing the asymptotic behavior of a two-layer DNN (2-
DNN) estimator. This section is divided into two parts. The first part will study the
existence, consistency, and convergence rate of a 2-DNN.

2.2.1 Asymptotic Convergence

The first theorem will prove the existence of this 2-DNN estimator. This theorem is
motivated by Theorem 2.2 of [17] and an extension of Corollary 2.1 of [2]. Here the
consistency of 2-DNN is different from [2]’s consistency of single-layer sieve neural
network (SNN) because [2] has achieved the consistency for single-layer DNN with
sigmoid activation function. A single-layer DNN is not very effective in dealing with
complex spatial problems. But here we propose the result for 2-DNN which is deep
and helpful for real data. Here the rate of increase of input nodes and nodes in the
hidden layer is slower than the rate of inflation, λn of the spatial sampling region.
Theorem 1. [Existence] Let (Ω,A, P ) be a complete probability space and let (F , ρ) be
a pseudo-metric. Let {Fr,n} be a sequence of compact subsets of F . Let Ln : Ω×Fr,n →
R̄ be A ⊗ B(Fr,n)/B(R̄) measurable and suppose for every ω ∈ Ω if Ln(ω, ·) is lower
semicontinuous on Θn. Then for every n = 1, 2, · · · there exists a 2-DNN estimator
f̂n : Ω → Fr,n which is A/B(Fr,n) measurable such that Ln(f̂n(ω)) = Inff∈Fr,n

L(f).

Proof. Pleas see the proof in Appendix (A)

Theorem 1 identifies the condition of existence of 2-DNN. The following theorem
will justify the convergence of this two-layer DNN.
Theorem 2. [Convergence]

A2.1 If Γn = o
(
nψ
)
, λn = o(n), r = o

(
nβ
)
, V2

√
σ2 + 1 << r2, V1V2 = o(

√
log n) for

some 0 < ψ + β < 1.
A2.2 The functional class Fr,n with Vapnik-Chervonenkis (VC) dimension ν with bounded

envelope function g̃. This bounded envelop function, g̃ is uniformly bounded by
min{V1, V2}.

A2.3 The Covering number that grows at a controlled rate such that

logN (φ,Fr,n, ||·||) ≤ νCφ−d,

for some C > 0 then,

||f̂n − f0||n →P 0 as n→ ∞

Proof. Please see the proof in Appendix (B)

Theorem 2 is the first theorem that has established the convergence of two-layer
DNN after [3]. But there are two key differences one is we extend DNN in spatial
design and the second is our covering number’s growth rate is restricted. The next
theorem will comment on the convergence rate of this DNN model.
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Theorem 3. If (A2.1)-(A2.3) from Theorem 2 hold and,

ζn = OP

(
min

{
||πr,nf0 − f0||2n,(

r2 + r((p+ 1)Γn + 4) + 2
)
log
[(
r2 + r((p+ 1)Γn + 4) + 2

)
(V1V2)

2
]

n
,(

r2 + r((p+ 1)Γn + 4) + 2
)
log(n log n)

n

}) (7)

then,

||f̂n − f0||n = OP

{
max

[
||πr,nf0 − f0||n,

(
n

nψ+β log(nψ+β log n)

)−1/2

,

(
n

nψ+β log(n log n)

)−1/2
]}

.

Proof. Please see the proof in Appendix (C)

In Theorem 3 we have proved the convergence rate of 2-DNN for every spatial
location with its increasing neighborhood (NΓn

(si, δn, ηn)) size, Γn. This convergence
rate is faster than the first convergence rate of spatial DNN of [1].

2.3 Uncertainity Quantification

This section discusses the subsampling-based confidence interval of the 2-DNN func-
tional of a specified location. We have already observed that for every location 2-DNN
becomes a random vector. Therefore here our main goal is to find Cα = [Lα, Uα]. Let’s
consider YΓj = y(NΓj (si, δn, ηn)) for zero means and for nontrivial mean function
YΓj =

(
y(NΓj (si, δj)),X (NΓj (si, δj))

)
such that

P (f0(YΓj ) ∈ Cα) = 1− α.

To find this Cα we assume that

Var
(
nλf̂n(YΓj )

)
→ 0; as n→ ∞, for some λ > 0.

We take a subsample of spatial sampling regions at each iteration of size Γj with corre-
sponding radius δj where Γj < Γj+1 << |Rn| ≡ Nn. Its corresponding neighborhood
size, δj > δj−1 > ηn ∀ j = 1, 2, · · ·, B. From each sampling block, we fed the sampling
points included in this block and got an estimate of the 2-DNN functional correspond-
ing to the location for each Γj i.e. f̂n,j (please see Figure 1). In this manner take B

sub-samples and got the estimate f̂n1(si), f̂n2(si), · · ·, f̂nB(si). Then the corresponding
confidence interval will be

Cα(si) ≡ ¯̂
fn(si)± z1−α/2Λ(si). (8)
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In (8) the first term of RHS is
¯̂
fn(si) ≡ 1

B

∑B
j=1 f̂nj(si) and

Λ(si) ≡

√√√√ 1

B

B∑
j=1

(
y(si)− f̂nj(si)

)2
.

This confidence interval in (8) briefs the idea of how the 2-DNN varies w.r.t the sam-
ple size included in the neighborhood and the inherited spatial dynamicity in the
DNN functional estimate. Next, we will discuss the asymptotic behavior of KL diver-
gence of the empirical distribution of observed and predicted responses with increasing
subsample sizes. In (3) we have already described that

yt(si) = f0 (yt(si1), · · ·, yt(sim)) + ϵt, t = 1, 2, · · ·, n.

Here {y1(si), y2(si), · · ·, yn(si)} are iid copies of y(si). According to (5) we know that

f̂n,m = argminf∈F
1

n

n∑
t=1

(yt(si)− f (yt(si1), · · ·, yt(sim)))
2

and m(n) ≡ m ≡ Γn ≡ O
(
nψ
)
for some 0 < ψ < 1 mentioned in (A2.1) of Theorem 2.

As a consequence of Theorem 2, it’s clear that f̂nm is consistent. In the next Corollary,
we will discuss the asymptotic convergence of KL divergence of the empirical distri-
bution of observed and predicted spatial surfaces. Assume the empirical distribution
of y(si) and ŷ(si) are respectively

p̃n,y(si)(y) =
1

n

n∑
t=1

I (yt(si) ≤ y) ,

ˆ̃pn,m,ŷ(si)(y) =
1

n

n∑
t=1

I (ŷt,m(si) ≤ y) .

Corollary 2.1. If m(n) = nβ for some β ∈ (0, 1) and Theorem 2 is valid then

KL
(
p̃n,y(si)(y) || ˆ̃pn,m,ŷ(si)(y)

)
→ 0, whenever m(n) → ∞.

Proof 2.1. Under the consideration of Theorem 2 and some regularity conditions
mentioned in Theorem 2

p̃n,y(si)(y) → p∞ (y; θ∞) , as n→ ∞.

WLG assume ∃ a random set Qm = {m : |ŷt,m(si)− y(si)| ≥ ε for some ε > 0} with
measure P such that

P (Qm) → 0 as m→ ∞.
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Then from Theorem 3 we can say

ˆ̃pn,m,ŷ(si)(y|Qm) → p∞ (y; θ∞) , as n→ ∞.

It suffices the proof.
In this article, we empirically validate the KL divergence will asymptotically

converge to zero with increasing δn.

3 Results and Discussion

3.1 Consistency for Unbounded Spatial Domain: Simulation
Study

We have simulated lattice data from the Matern covariance function [15] to observe
the asymptotic convergence of 2-DNN in the mixed increasing domain setup. The
well-known Matern covariance function is

Cν(h) = σ2 2
1−ν

Γ(ν)

(√
2ν
h

ϕ

)ν
Kν
(√

2ν
h

ϕ

)
.

In this Matern covariance function σ2, ϕ, κ denote sill, range, and smoothing param-
eters respectively. The parameter space is {(ν, ϕ, σ2) : ν > 0, σ2 > 0, ϕ > 0}. We are
considering ηn = 1

λn+d
and assume Γn = nψ with ψ ∈ (0, 1). We study our research

outcomes for different radius δn = 0.3, 0.6, 0.8 of neighborhood NΓn
(si; δn, ηn).

Assume Nn is the number of lattice data points and the 10 covariate values such as
X1, X2, · · ·, X10, and Y =

∑10
i=1 iXi. This neural network will train 70% graphs as

train, 20% as validation, and 10% as test set. In Table (1) we have empirically validated
the asymptotic convergence of neural network for different parameter combinations
of smoothing parameters with increasing neighborhood size in fixed sampling design
under mixed increasing domain framework in four scenarios. We have observed the
mean square prediction error (MSPE) relatively becomes smaller with increasing δn
and decreasing ηn from Table (1). In Figure 2 we demonstrate the 95% CI of localized
2-DNN functional for a particular spatial location in the lattice. From Figure 2a it’s
visible that the CI width becomes narrower with increasing sample size and a simi-
lar pattern is detectable for Figure 2b, Figure 2c, and Figure 2d. Likewise, empirical
CDF of spatial 2-DNN functional of predicted data converges rapidly with increasing

δn since KL
(
p̃n,y(si)(y) || ˆ̃pn,m,ŷ(si)(y)

)
→ 0 with increasing m,n from Figure 3. In

Figure 3c, Figure 3d we detect that the convergence rate is faster than the Figure 3a
and Figure 3b with increasing smoothness parameter κ. From this entire discussion,
we can get a brief scenario of the convergence of localized 2-DNN. From Figure 4, we
detect that under the assumption of increasing neighborhood size of o(nψ) the local-
ized 2-DNN functional converges rapidly with decreasing smoothing parameter κ of
Matern variogram.

11



Table 1: Simulated Lattice Data from Matern Variogram

Scenario 1
σ2 = 1, ϕ = 0.1, κ = 0.5
δn MSPE

λn = 4, n = 20, ηn = 0.16
0.3 0.046
0.6 0.0035
0.8 0.00137

λn = 5, n = 35, ηn = 0.14
0.3 0.042
0.6 0.0039
0.8 0.00138

λn = 6, n = 50, ηn = 0.12
0.3 0.04
0.6 0.0065
0.8 0.00131

Scenario 2
σ2 = 1, ϕ = 0.1, κ = 1
δn MSPE

λn = 4, n = 20, ηn = 0.16
0.3 0.05
0.6 0.0047
0.8 0.0007

λn = 5, n = 35, ηn = 0.14
0.3 0.047
0.6 0.0045
0.8 0.00097

λn = 6, n = 50, ηn = 0.12
0.3 0.04
0.6 0.0063
0.8 0.0012

Scenario:3
σ2 = 1, ϕ = 0.1, κ = 1.5
δn MSPE

λn = 4, n = 20, ηn = 0.16
0.3 0.053
0.6 0.0059
0.8 0.00153

λn = 5, n = 35, ηn = 0.14
0.3 0.048
0.6 0.006
0.8 0.0024

λn = 6, n = 50, ηn = 0.12
0.3 0.036
0.6 0.0063
0.8 0.00125

Scenario:4
σ2 = 1, ϕ = 0.1, κ = 2
δn MSPE

λn = 4, n = 20, ηn = 0.16
0.3 0.047
0.6 0.00629
0.8 0.00113

λn = 5, n = 35, ηn = 0.14
0.3 0.047
0.6 0.0051
0.8 0.0022

λn = 6, n = 50, ηn = 0.12
0.3 0.04
0.6 0.0064
0.8 0.00134
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Fig. 3: Asymptotic convergence of KL divergence with increasing δn.
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Fig. 4: Variation of KL Divergence with κ values.

3.2 Consistency for Bounded Spatial Domain: Satellite Image

In this section, we discuss the consistency behavior, where we study whether the
2-DNN is consistent. We have already empirically validated that the consistency of
localized 2-DNN is achieved under increasing δn, λn and decreasing ηn. But if we do λn
is fixed then with increasing density in the neighborhood we achieve the convergence
of localized 2-DNN functional. We collect the monthly average surface temperature
data for major cities3 in the United States of America (USA) and satellite images
from the website4 where we collect monthly average surface temperature data (SKT)4,
monthly average of air temperature at 2m above from the surface (t2m)4, and that of
2m above dew point temperature (d2m)2.

Monthly Average SKT Monthly Average D2M Monthly Average T2M 

260

270

280

290

250

255

260

265

Fig. 5: Satellite images with pixel spacing, ηn = 0.25 and the dotted points are
indicating monthly (January) average of 1982 of SKT of cities in USA.

3https://cds.climate.copernicus.eu
4https://power.larc.nasa.gov/data-access-viewer/
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Now for each city in Figure 5, we create a neighborhood of δn and consider those
spatial pixels included in this neighborhood. We assume monthly average surface
temperature as ycity(si) and that of neighborhood pixels are {yim(si1), yim(si2), · ·
·, yim(sim). Consider t2m as X1 and d2m as X2. Also, assume the covariates in those
locations included in the neighborhood. Here the initial grid spacing η0 = 0.25 and in
each resolution to get finer resolution at lth level we consider ηl = η0/2

l−1. Thus the
grid spacing becomes a decreasing sequence and sampling region Rn becomes heavily
dense. We consider the neural network as

ycity(si) = fDNN {yim(si1), yim(si2), · · ·, yim(sim)

X1,im(si1),X1,im(si2), · · ·,X1,im(sim)

X2,im(si1),X2,im(si2), · · ·,X2,im(sim)}+ ϵi.

With increasing δn we increase the neighborhood size m. To avoid a high-
dimensional setup we restrict our number of covariates (p+ 1)Γn = 3m << Nn. The
number of times stands from January 1982 to December 2022. In Figure 5 we depict
the monthly average of January 1982 of major cities in US4 and the correspond-
ing satellite image3. We use a two-layer deep neural network with tanh activation
function in this setup. From Figure 6 we can visualize that root mean square error
(RMSE) is decreasing with increasing δn. We will discuss one important pattern that
is detectable from this Figure 6 that for ηn = 0.25, δn ≥ 0.48 the RMSE ≤ 9.8, for
ηn = 0.125, δn ≥ 0.3 the RMSE ≤ 9.8, for ηn = 0.06, δn ≥ 0.25 the RMSE ≤ 9.8, and
for ηn = 0.03, δn ≥ 0.18 the RMSE ≤ 9.8. Thus we state that whenever we decrease
ηn our Γn ≡ m(n) becomes large so that for smaller δn we can achieve the desired
accuracy.
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Fig. 6: Consistancy of Localized 2-DNN Estimator.
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4 Conclusion

From this entire discussion, we have empirically and theoretically proved that localized
2-DNN estimator is consistent with decreasing ηn, increasing Γn (for higher resolu-
tion) for bounded (λn is fixed) and unbounded (λn = o(n)) for fixed sampling design
of lattice data under mixed increasing spatial sampling. This localized 2-DNN function
generalizes spatial regression for the first time. The convergence rate of our localized
2-DNN is faster than the convergence rate of spatial GNN of [1], [2]. We empirically
observe the convergence of KL divergence of empirical CDF for observed and pre-
dicted data towards zero with decreasing smoothness of the Matern variogram. From
the application perspective, we illustrate how, if we collect data from different sources,
our localized 2-DNN can iteratively achieve its optimum accuracy level. Although
our asymptotic analysis is providing an effective outcome for 2-DNN some limitations
direct our future research such as we were desperate here to avoid a high-dimensional
setup and therefore we always restrict our neighborhood size. In the functional con-
straint, we ignore the temporal dependence and assume iid input nodes. We do not
theoretically justify how variogram parameters are influencing 2-DNN estimates. These
problems are still open problems. We will explore these problems in the coming future.
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Appendix A Proof of Theorem 1

Proof. We discuss the proof of the existence of 2-DNN in several steps.

Step-1: Ln is measurable since,

Ln(f) =
1

n

n∑
t=1

{
Yt(si)− f

(
Yt(sσ1), Yt(sσ2), · · ·, Yt(sσΓn

),Xt(sσ1),

Xt(sσ2
), · · ·,Xt(sσΓn

)}2
=

1

n

n∑
t=1

[
f0
(
Yt(sσ1

), Yt(sσ2
), · · ·, Yt(sσΓn

),Xt(sσ1
),Xt(sσ2

), · · ·,Xt(sσΓn

)
−f
(
Yt(sσ1), Yt(sσ2), · · ·, Yt(sσΓn

),Xt(sσ1),Xt(sσ2), · · ·,Xt(sσΓn

)
+ ϵt

]2
=

2

n

n∑
t=1

ϵt (f0t − ft) +
1

n

n∑
t=1

ϵ2t +
1

n

n∑
t=1

(f0t − ft)
2
,

and ϵ is measurable.
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Step-2: For fixed ω ∈ Ω we know that Ln(f) ≡ Ln(f(ω)) is continuous in f .
Step-3: Fr,n is a compact subset of F

⇔ ∃ h : Θn × X → Fr,n is continuous since Θn is a compact subset of

R(r2(d+2)+2r+1) and X is a compact subset of Rd

Θn =
[
ϑ0, · · ·, ϑr, ν00, · · ·, νrr, υ1100, ..., υrr(p+1)Γn

]′
∈ [−V1, V1]r+1 × [−V2, V2](r+1)2 × [−V1, V1]r

2(p+2)(Γn+1)

where, h(θn) = ϑ0 +

r∑
i=1

ϑitanh

(
r∑
j=1

νijtanh

(
p∑
k=1

Γn∑
l=1

υijklXk(sσl
)+

Γn∑
l=1

υij(p+1)lY (sσl
) + υij00

)
+ νi0

)

⇔ It’s enough to show for all θ1n, θ2n ∈ Θn

||h(θ1n)− h(θ2n)||2n ≤ V ∗||θ1n − θ2n||2n

Therefore our main responsibility is to find V ∗.
For ease of notation assume,

Yt =
[
X1t(sσ1

), · · ·, X1t(sσΓn
), · · ·, Xpt(sσΓn

), Yt(sσ1
), · · ·, Yt(sσΓn

)
]

||h(θ1n)− h(θ2n)||2n

≤ 1

n

n∑
t=1

∣∣∣ϑ(1)0 − ϑ
(2)
0

∣∣∣+ r∑
i=1

∣∣∣∣∣∣ϑ(1)i tanh

 r∑
j=1

ν
(1)
ij tanh

(p+1)Γn∑
k=1

υ
(1)
ijkYk,t + υ

(1)
ij0

+ ν
(1)
i0


−ϑ(2)i tanh

 r∑
j=1

ν
(2)
ij tanh

(p+1)Γn∑
k=1

υ
(2)
ijkYk,t + υ

(2)
ij0

+ ν
(2)
i0

∣∣∣∣∣∣
2
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||h(θ1n)− h(θ2n)||2n

≤ 1

n

n∑
t=1

[
r∑
i=0

∣∣∣ϑ(1)i − ϑ
(2)
i

∣∣∣+ V1

r∑
i=1

∣∣∣ν(1)i0 − ν
(2)
i0

∣∣∣
+V1

r∑
i=1

r∑
j=1

∣∣∣∣∣∣ν(1)ij tanh

(p+1)Γn∑
k=1

υ
(1)
ijkYk,t + υ

(1)
ij0

− ν
(2)
ij tanh

(p+1)Γn∑
k=1

υ
(2)
ijkYk,t + υ

(2)
ij0

∣∣∣∣∣∣
2

≤ 1

n

n∑
t=1

[
r∑
i=0

∣∣∣ϑ(1)i − ϑ
(2)
i

∣∣∣+ V1

r∑
i=1

r∑
j=0

∣∣∣ν(1)ij − ν
(2)
ij

∣∣∣
+V1V2

r∑
i=1

r∑
j=1

∣∣∣υ(1)ij0 − υ
(2)
ij0

∣∣∣+ V1V2

r∑
i=1

r∑
j=1

(p+1)Γn∑
k=1

∣∣∣υ(1)ijkYk,t − υ
(2)
ijkYk,t

∣∣∣
2

≤ 1

n

n∑
t=1

 r∑
i=0

∣∣∣ϑ(1)i − ϑ
(2)
i

∣∣∣+ V1

r∑
i=0

r∑
j=0

∣∣∣ν(1)ij − ν
(2)
ij

∣∣∣+ V1V2

r∑
i=0

r∑
j=0

(p+1)Γn∑
k=0

∣∣∣υ(1)ijk − υ
(2)
ijk

∣∣∣
2

≤

 r∑
i=0

r∑
j=0

(p+1)Γn∑
k=0

∣∣∣ϑ(1)i − ϑ
(2)
i

∣∣∣+ V1

r∑
i=0

r∑
j=0

(p+1)Γn∑
k=0

∣∣∣ν(1)ij − ν
(2)
ij

∣∣∣
+V1V2

r∑
i=0

r∑
j=0

(p+1)Γn∑
k=0

∣∣∣υ(1)ijk − υ
(2)
ijk

∣∣∣
2

≤ (V1V2 {(r + 1)(p+ 1)Γn + (p+ 1)Γn})2 ||θ1n − θ2n||2n.
As a result, we get

V ∗ =

(
V1V2 {(r + 1)(p+ 1)Γn + (p+ 1)Γn}

)2

. (A1)

Appendix B Proof of Theorem 2

Proof. According to Theorem 3.1 in [18] and Corollary 2.6 in [17] it’s enough to show
that

supf∈Fr,n
|Ln(f)− Ln(f)| →P∗

0 as n→ ∞
Now we will give the outline of the proof
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Step-1: For any ε > 0 we have

P ∗
(
supf∈Fr,n

|Ln(f)− Ln(f)| >
ε

2

)
≤ P

(∣∣∣∣∣ 1n
n∑
t=1

ε2t − σ4

∣∣∣∣∣ > ε

4

)

+ P ∗

(
Supf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵi {f(Yt)− f0(Yt)}

∣∣∣∣∣ > ε

4

) (B2)

Step-2: The First part will converge to zero using WLLN but for the second part using
Markov’s Inequality we are required to prove

Eϵ

(
Supf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
)

→ 0 as n→ ∞

Step-3: According to Symmetrisation for α−Mixing spatial surface with grid spacing ηn →
0 as n→ ∞

Eϵ||Pn − P ||Fr,n
= Eϵ

(
Supf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
)

≤ 2EϵEρSupf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
(B3)

where ρt; t = 1, 2, ..., n are Rademacher random variable indepen-
dent of ϵ1, ϵ2, ..., ϵn. For fixed values of ϵ1, ϵ2, ..., ϵn (conditionally)∑n

t=1 ρtϵt {f(Yt)− f0(Yt)} is a sub-gaussian process.
Step-4: According to the definition of covering number and Corollary 2.2.8 of [19] we will

get a universal constant K. Then using Dudley’s integral entropy bound in VC-
dimension ν with any f∗n ∈ Fr,n with n ≥ N1 we will get

EρSupf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵi {f(Yt)− f0(Yt)}

∣∣∣∣∣
≤ Eρ

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f∗n(Yt)− f0(Yt)}

∣∣∣∣∣
+K

∫ ∞

0

√
log D(φ,Fr,n, ||.||∞)

n
dφ

≤ Eρ

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f∗n(Yt)− f0(Yt)}

∣∣∣∣∣
+K

√
ν

n

∫ 2V1V2

0

√
log N (φ/2,Fr,n, ||.||∞)

n
dφ
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≤ Eρ

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f∗n(Yt)− f0(Yt)}

∣∣∣∣∣
+K

√
ν

n

∫ 2V1V2

0

√√√√ log N
(

φ

2V1V2

√
σ2+1

,Fr,n, ||.||∞
)

n
dξ

= I3 + I4

(B4)

Step-5: According to [20] we utilize the concept of universal approximation of I3 in (B4)
and then it will be

2 EϵEρ

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f∗n(Yt)− f0(Yt)}

∣∣∣∣∣
≤ 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)|

≤ 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)| → 0 as n→ ∞

(B5)

Step-6: According to [21] from Lemma 14.3, Lemma 14.7

N
(

φ

2V1V2
√
σ2 + 1

,Fr,n, ||.||∞|
)

≤ maxYN
(

φ

V1
√
σ2 + 1

,F (1)
r,n , ||.||ξ∞)

)
×N

(
φ

V1V2
√
σ2 + 1

,F (2)
r,n , ||.||∞

)

≤

(
16eV2

√
σ2 + 1

φ

)r2
×
(
(V1V2)

2 {r((p+ 1)Γn + 4) + 2}
2(V1V2 − 1)φ

)r((p+1)Γn+4)+2

≤ C̃r,p,Γn,V1,V2
φ−(r2+r((p+1)Γn+4)+2)

⇔ log N
(

φ

2V1V2
√
σ2 + 1

,Fr,n, ||.||∞|
)

≤ r2 log

(
16eV2

√
σ2 + 1

φ

)

+ (r((p+ 1)Γn + 4) + 2) log

(
(V1V2)

2(r((p+ 1)Γn + 4) + 2)

2(V1V2 − 1)φ

)r((p+1)Γn+4)+2

According to Assumption (A2.1) we deduce,(
8V2
√
σ2 + 1

)
(r(((p+ 1)Γn) + 4) + 2) ≤

(
r2 + r(((p+ 1)Γn) + 4) + 2

)
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then,

log


(
8V2
√

(σ2 + 1)
)
(r(((p+ 1)Γn) + 4) + 2)(V1V2)

2

V1V2 − 1

(r2+r(((p+1)Γn)+4)+2)

+
(
r2 + r(((p+ 1)Γn) + 4) + 2

)
log(1/φ)

≤
(
r2 + r(((p+ 1)Γn) + 4) + 2

)
log

(
(r2 + r(((p+ 1)Γn) + 4) + 2)(V1V2)

2

V1V2 − 1

)
+
(
r2 + r(((p+ 1)Γn) + 4) + 2

)
log(1/φ)

≤
(
r2 + r(((p+ 1)Γn) + 4) + 2

)
log

(
(r2 + r(((p+ 1)Γn) + 4) + 2)(V1V2)

2

V1V2 − 1

)
×
(
1 +

1

φ

)
.

Consider Cr,d,V1,V2
=
(
r2 + r(((p+ 1)Γn) + 4) + 2

)
log
(

(r2+r(((p+1)Γn)+4)+2)(V1V2)
2

V1V2−1

)
.

Hence we have got

∫ 2V1V2

0

√
log N

(
φ

2V1V2
√
σ2 + 1

,Fr,n, ||.||∞|
)

≤
∫ 2V1V2

0

C
1/2
r,p,Γn,V1,V2

(
1 +

1

φ

)1/2

dφ

≤ 4
√
2C

1/2
r,p,Γn,V1,V2

Step-7: Combining the previous all the steps, Step-3, Step-4, Step-5, and Step-6 in
Step-2 we will get

Eϵ

(
Supf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
)

≤ 2EϵEρSupf∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
≤ 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)|

+ 2K

√
ν

n

∫ 2V1V2

0

√√√√ log N
(

φ

2V1V2

√
σ2+1

,Fr,n, ||.||∞
)

n
dφ

≈ 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)|+ 8

√
2K

√
νCr,p,Γn,V1,V2

n2

(B6)

22



= 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)|

+ 8
√
2νK

√√√√ (r2 + r(((p+ 1)Γn) + 4) + 2) (V1V2)2 log
(

(r2+r(((p+1)Γn)+4)+2)(V1V2)2

V1V2−1

)
n2

≈ 2
√
σ2 + 1× SupY |f∗n(Yt)− f0(Yt)|+ 8

√
2K

√
ν

n√
(r2 + r(((p+ 1)Γn) + 4) + 2) (V1V2)2 log ((r2 + r(((p+ 1)Γn) + 4) + 2)(V1V2))

n

To prove the convergence it’s necessary to satisfy (B6) should converge to 0 as n→ ∞.
The first part of the addition converges to zero because of the universal approximation
theorem. For the second part since we have assumed Γn = o(nβ), r = o(nψ) and
ψ + β < 1 then the second part will converge to 0 as n→ ∞.

Appendix C Proof of Theorem 3

Proof. This proof will discuss the convergence rate of spatial 2-DNN in detail.

Step-I: According to [21] from Lemma 14.3, Lemma 14.7 of covering number inequality
utilizing exponential decay of α−Mixing condition will satisfy the following modified
inequality

N∞ (φ,Fr,n, ||·||∞) ≤
(
2e

φ

)r2
×

(
(V1V2)

2
(r((p+ 1)Γn + 4) + 2)

φ (V1V2 − 1)

)r((p+1)Γn+4)+2

⇒ logN∞ (φ,Fr,n, ||·||∞) ≤ r2log

(
2e

φ

)
+ (r((p+ 1)Γn + 4) + 2)

× log

(
(V1V2)

2
(r((p+ 1)Γn + 4) + 2)

φ (V1V2 − 1)

)
≤ (r2 + r((p+ 1)Γn + 4) + 2)

× log

(
2e (V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

φ (V1V2 − 1)

)
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Step - II From Lemma 3.8 of [22] for ξ < 1 along with the we have∫ ξ

0

√
logN∞ (φ,Fr,n, ||·||∞)dφ

≤
√

(r2 + r((p+ 1)Γn + 4) + 2)ξ

√√√√log

(
2e (V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

ξ (V1V2 − 1)

)
= Υn(ξ)

Step-III Define a function h : ξ → Υn(ξ)
ξa in (0,∞) for some a > 0 such that

h(ξ) =
√

(r2 + r((p+ 1)Γn + 4) + 2)ξ(1−a)

×

√√√√log

(
2e (V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

ξ (V1V2 − 1)

)

its derivative will become,

h
′
(ξ) =

(1− a)

ξa

√√√√log

(
2e (V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

ξ (V1V2 − 1)

)

− ξ−a√
log
(

2e(V1V2)
2(r2+r((p+1)Γn+4)+2)
ξ(V1V2−1)

)
Thus the function h is decreasing whenever, a > 1 and 0 < ξ < 1.

Step-IV Assume γn ≲ ||πr,nf0 − f0||−1
n where γn =

√
ζ−1
n

γ2nΥn

(
1

γn

)
= γn

√
(r2 + r((p+ 1)Γn + 4) + 2)√√√√log(γn) + log

(
2e (V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

(V1V2 − 1)

)
≲ γn

√
(r2 + r((p+ 1)Γn + 4) + 2)√

log(γn) + 2 + log
(
(V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

)
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Step-V Now γ2nΥn

(
1
γn

)
≲

√
n if and only if

γ2n
(
r2 + r((p+ 1)Γn + 4) + 2

)(
log(γn) + log

(
(V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

)
log n

)
≲ n

Therefore, γn ≲

min


 n

(r2 + r((p+ 1)Γn + 4) + 2)
(
log
(
(V1V2)

2
(r2 + r((p+ 1)Γn + 4) + 2)

))
1/2

,

(
n

(r2 + r((p+ 1)Γn + 4) + 2) log(nψ+β log n)

)1/2
}
.

If we replace Γn = o(nψ), V1V2 = o(
√
log n) and r = o

(
nβ
)
such that ψ+β < 1 then,

γn ≲ min

{(
n

nψ+β log(nψ+β log n)

)1/2

,

(
n

nψ+β log(n log n)

)1/2
}
. (C7)

From (C7) using Lemma 1, Lemma 2 of [2], Theorem 3.4.1 of [23] and triangle
inequality we get

||f̂n − f0||n ≤ ||f̂n − πr,nf0||n + ||πr,nf0 − f0||n
= OP (max {||πr,nf0 − f0||n,√

(r2 + r((p+ 1)Γn + 4) + 2) log (r2 + r((p+ 1)Γn + 4) + 2) (V1V2)2

n
,√

(r2 + r((p+ 1)Γn + 4) + 2) log(n log n)

n

})

≈ OP

{
max

[
||πr,nf0 − f0||n,

(
n

nψ+β log(nψ+β log n)

)−1/2

,

(
n

nψ+β log(n log n)

)−1/2
]}

.

Step-1: For any ε > 0, we have

P ∗

(
sup

f∈Fr,n

|Ln,λ(f)− Ln,λ(f)| >
ε

2

)
≤ P

(∣∣∣∣∣ 1n
n∑
t=1

ε2t − σ4

∣∣∣∣∣ > ε

4

)

+ P ∗

(
sup

f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣ > ε

4

)
.

(C8)
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Step-2: The first part will converge to zero using the WLLN, but for the second part, using
Markov’s Inequality, we need to prove

Eϵ

(
sup

f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣
)

→ 0 as n→ ∞.

Step-3: According to symmetrization for α-Mixing spatial surfaces with grid spacing ηn → 0
as n→ ∞,

Eϵ ∥Pn,λ − Pλ∥Fr,n
= Eϵ

(
sup

f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣
)

≤ 2EϵEρ sup
f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣ ,
(C9)

where ρt; t = 1, 2, ..., n are Rademacher random variables indepen-
dent of ϵ1, ϵ2, ..., ϵn. For fixed values of ϵ1, ϵ2, ..., ϵn (conditionally),∑n

t=1 ρtϵt {f(Yt)− f0(Yt)} is a sub-Gaussian process.
Step-4: Using the definition of the covering number and Corollary 2.2.8 of [19], we

obtain a universal constant K. Then, using Dudley’s integral entropy bound in
VC-dimension ν with any f∗n ∈ Fr,n with n ≥ N1, we get

Eρ sup
f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣
≤ Eρ

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f∗n(Yt)− f0(Yt)}

∣∣∣∣∣
+K

√
ν

n

∫ 2V1V2

0

√
log N (φ,Fr,n, ∥ · ∥∞)

n
dφ.

(C10)

Step-5: The first term in the inequality can be handled similarly as in the original proof,
using the concept of universal approximation. The second term will now include
the effect of the ℓ1 regularization, leading to

Eρ sup
f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
+K

√
ν

n

∫ 2V1V2

0

√√√√ log N
(

φ

2V1V2

√
σ2+1

,Fr,n, ∥ · ∥∞
)

n
dφ

+ λ sup
f∈Fr,n

∥f∥1 − λ∥f0∥1.

(C11)
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Step-6: We proceed similarly to the original proof, but now also controlling the effect of
the ℓ1 penalty. Assuming λ = o(n−α) for some α > 0, the regularization term will
diminish as n→ ∞.

Step-7: Combining all steps, including the regularization term, we get

Eϵ

(
sup

f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ϵt {f(Yt)− f0(Yt)}+ λ∥f∥1 − λ∥f0∥1

∣∣∣∣∣
)

≤ 2EϵEρ sup
f∈Fr,n

∣∣∣∣∣ 1n
n∑
t=1

ρtϵt {f(Yt)− f0(Yt)}

∣∣∣∣∣
+ 8

√
2K

√
νCr,p,Γn,V1,V2

n2
+ λ sup

f∈Fr,n

∥f∥1 − λ∥f0∥1.

(C12)

Step-8: To prove convergence, the expression should tend to zero as n→ ∞. The first part
converges to zero by the universal approximation theorem. The second part also
converges to zero under the assumptions Γn = o(nβ), r = o(nψ), and ψ + β < 1.
The third term involving λ converges to zero by the choice of λ as o(n−α).
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