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Abstract 

Since the release of DeepSeek Large Language Models (LLMs) and free desktop and mobile apps, the industry, the 

investors, and the media have reacted with alarm, surprised that a Chinese startup—despite operating on a low 

budget and with limited access to specialized AI hardware—could surpass the latest ChatGPT models with 

reasoning capabilities. This has led to geopolitical concerns about threats to U.S. technological dominance, and the 

effectiveness of AI chip sanctions imposed by the U.S. on China. Investor confidence in leading U.S. tech companies 

involved in AI, AI hardware, and AI/cloud hosting has been shaken, contributing to a significant stock market drop 

on January 27, 2025. 

In this paper, we argue that while the success of DeepSeek V3 and R1 is remarkable, it does not signal the decline of 

any major player. Instead, it is a natural progression of how LLMs and generative AI function. Most LLM providers, 

of a same LLM generation, rely on similar algorithms, big-data pools, and development techniques, meaning that 

models tend to converge in performance once their methodologies become public. Whether using proprietary or 

open source foundations, different starting points often lead to LLMs of comparable capabilities for a same 

generation. Techniques such as model distillation and reinforcement learning further enable the reduction of model 

size, data requirements, and hardware constraints. As a result, each time a model is developed, it can be replicated, 

closely matched, or even surpassed soon after—sometimes with significantly lower effort than the original, or with 

a significantly smaller set of parameters. This cycle of life will continue as long as LLMs remain a competitive field, 

by opposition to a commodity, and until new AI approaches beyond generative AI emerge, or the old AI reemerges. 

We anticipate such a pattern to continue: new models will be matched and overtaken by (nimbler) competitors, 

while major providers respond with the next iteration of improvements—repeating the cycle. Open source models, 

in particular, have the advantage of drawing from broader communities and collective innovation, making it 

increasingly difficult for proprietary models to maintain a lasting edge. As development costs rise, it will be 

interesting to see whether proprietary models can sustain their dominance or whether they, too, will need to 

integrate open source strategies. 

Ultimately, there is, and was, no reason for panic or hasty divestment. AI may be in a bubble, but if it bursts, it will 

not be because DeepSeek outperforms OpenAI’s latest model. Instead, the real challenges facing LLMs and GenAI lie 

elsewhere. The path to AGI is likely beyond current LLM-based approaches. While AI agents may extend the viability 

of generative models for some time, factors such as the finite availability of high-quality digitized training data and 

the risks of model collapse due to synthetic data contamination pose more significant long-term threats. That said, 

if LLMs are not the future of AI, there is little reason to be concerned about new players mastering them. 
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1. Introduction 
 

1.1 The Rise of DeepSeek: A Case Study 
 

1.1.1 What happened? 

 

DeepSeek, is a Chinese AI startup, which has rapidly become a major player almost overnight in the Generative AI 

(GenAI) landscape, challenging established giants like OpenAI and other dominant GenAI LLM providers [1]. 

Founded in June 2023 by Liang Wenfeng, DeepSeek took the tech world by storm with its innovative and cost-

effective approach to Large Language Models (LLMs).  

In December 2024, DeepSeek-V3 model was released [2], showcasing significant improvements in performances 

and efficiency over its past DeepSeek V1 (released on November 29, 2023 [1]) and V2 models (Released in May 

2024 [3]). It was released as mobile apps on January 10, 2025 [2]. Then, on January 20, 2025, just a day before 

Stargate Joint Venture Project was announced [4], DeepSeek publicly released the DeepSeek-R1 model, a 671-

billion-parameters open source reasoning AI model. This model boasts performances comparable to OpenAI's GPT-

4o, and o1, but is trained at a significantly lower cost (~ US $6 million vs. US $100+ million for GPT-4) and requires 

less computing power [2]. 

Stargate LLC is a $500 billion investment in AI infrastructure by OpenAI, Oracle, SoftBank, and MGX [4], announced 

at a White House press conference on January 21, 2025. 

On January 27, 2025, DeepSeek-R1 app surpassed ChatGPT, as the most downloaded free app on the iOS App Store 

in the United States [2]. The news of this achievement triggered an 18% drop in Nvidia's share price on the same day, 

raising concerns about the impact of DeepSeek's efficiency on the demand for the powerful, high-end AI chips [2]. 

The news also rattled Wall Street, with Nvidia losing nearly $600 billion in market value. This massive market reaction, 

wiping out nearly a trillion dollars in market value from Nvidia and other major US technology companies, highlights 

the potential disruption DeepSeek poses to the existing AI landscape and all the companies invested in it [1]. 

As the icing on the AI cake, DeepSeek also released Janus Pro as image generator on January 31, 2025, matching or 

bettering Dall-E 3 [8,9]. 

So, DeepSeek's cost-effective approach challenges the necessity of massive investments in AI infrastructure as 

proposed by the Stargate Project [4], and the economic soundness of LLM AI providers like OpenAI, Anthropic, Google 

and Microsoft, as well as part of the growth prospects for cloud providers like Microsoft, Google, Amazon, IBM, and 

Oracle. . 

 

1.1.2 Investors and Technologists concerns  

 

Investors and technologists, anxious over the idea, promoted in particular by OpenAI, that the LLM models, that 

GenAI requires more and more money and power to cover training and execution cost [5,7]. There is now an (at 

least) apparent proof that it is possible to train and perform better or at least on par with the best US LLM models, 
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at a fraction of the cost, faster, and without the ever growing battery of AI specialized hardware, and computing 

resources. 

So, is this a wakeup call for the competitiveness of US tech. businesses like OpenAI, Nvidia and Cloud providers? 

Does it question the soundness of capital intensive initiatives like the Stargate Project? 

OpenAI, especially thrived on hype or the need for more and more investment to bring us better LLMs and 

allegedly give us PhD level GenAI [32], then presumably soon, really soon, AGI3 [5]. Could it be that none of that is 

needed and all this money has/would have been wasted? Could many other startups and enterprises, follow suit 

using the same or similar paths to DeepSeek, and develop their own models?  

Open sourcing the large language models4 also means opening the floodgate to many more players able to similarly 

catch-up or beat the current incumbents’ business models. 

Also, Nvidia has thrived, pivoting with great luck from Gaming hardware, on selling high-margin GPUs essential for 

AI training. It may appear to face a serious threat. If DeepSeek’s low-cost model gains widespread adoption, the 

demand for ultra-high-end hardware could decline, challenging Nvidia’s dominant market position and potentially 

impacting its $3 trillion market cap. Think fine tuning and training on low cost RISC-V chips of commercial GPUs.  

Cloud Infrastructure providers have also thrived on providing AI-powered tools and APIs and hosting LLMs, with 

computing, storage and AI specialized hardware, for training and deploying. If the hardware requirements, and 

training as well as operational/execution computing requirements drop, the demand of AI in terms of cloud chips 

and computing resources also drops. That could be challenging for tech players like Microsoft, Google, Amazon and 

Oracle, since a lot of their growth projections and revenue forecasts relies on their estimation of the enterprise 

customers AI needs. 

However, while the global technical advances remain fluid, we do not agree that panic over US loss of AI global 

leadership is the realistic and pragmatic understanding of the nuanced competitive landscape. 

 

1.1.3 Geopolitical considerations  

 

Geopolitical concerns exacerbate existing AI challenges.. It seems that that US sanctions on advanced chips in 

general, and AI chips in particular did not work that well, and may be useless. Indeed DeepSeek allegedly trained its 

LLMs on older generation Nvidia AI chips [7,41,52,55]: it may not need the sanctioned technologies, or can access 

equivalent ones in China [5], granted that the ones they used were older generation, possibly acquired pre-

sanctions, and that the use of only small amount of chips probably result from the pressure of the sanctions; a 

mixed bag conclusion on the sanction effectiveness, and an illustration of the possible unintended consequences of 

the practice of sanctions. 

The superiority of US technology, especially in AI, seems to also have taken a credibility hit. DeepSeek algorithms 

and widely used methodologies seem to have beaten the best AI companies. China seems to have caught up, 

something already obvious if we consider the volumes of AI graduate, including in US, as well as patents and 

publications from China.  

 
3 It is not going to happen with GenAI and LLMs per [6] and references therein.  
4 As we will discuss, DeepSeek has not exactly open sourced everything [20, 21], but now Hugging Face for 
example, has  cloned them in 24 hours, using Llama [33], as they intended, but probably faster than 
expected. The value of open sourcing GenAI is discussed in [6, 24], and references therein. 
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One could wonder if the sequence and timing of the DeepSeek releases also served Chinese political agendas, 

including countering the Stargate Project. 

Regardless of the point of view, it is clear that DeepSeek's success has delivered a significant blow to the confidence 

of many. 

 

1.1.4 Our Thesis  

 

In this paper, we argue that the prevailing "panic" surrounding DeepSeek is largely irrational and unwarranted, 

reflecting a short-sighted perspective and a lack of understanding of the broader AI history and development 

landscape. 

Indeed, while the work done by DeepSeek is exceptional, as even admitted for example by OpenAI CEO [9], it is a 

direct applications of many known and proven principle along for example reinforcement learning, model 

distillation, lower precision digitization, integerization (quantization)/lower precision, and pruning, also now known 

as sparsity.  

These techniques  can be used by anybody, especially with an open sourced approach and model [6,20,21,33]. 

Many have already undertaken initiatives to build open source clones, match the results, reconstruct the history of 

the data sources, or understand its systems’ prompts and other settings [20,21,33].  

The LLMs incumbents, especially OpenAI, have started to counter with promises of better models, new models 

[20,21,33-36,39,40,48], certainly following the approaches of DeepSeek, and adjusting their prices [35-37,48]. 

DeepSeek is made available for free by Microsoft copilot [35,36]. There is no doubt that soon a (slew of) better 

model(s) will appear from incumbents or other startup and/or open source projects. In fact, this may have already 

occurred in China with at least one other challenger to OpenAI—Kimi K15 [38]—even if it does not surpass 

DeepSeek. This cycle of progress is inherent to the evolution of GenAI and LLMs, a reality that may have gone 

unnoticed by some. 

These initiatives will also benefit NVIDIA and infrastructure cloud provider by creating new sources of demand [42] 

due to decreasing costs. Indeed, reducing power consumption, computational requirements, and the cost of 

training and running models will enable all players to develop more complex algorithms. However, this does not 

necessarily bring them closer to achieving AGI [6]. Additionally, it will drive increased demand for hardware and 

computing resources. Moreover, reducing the power consumption, even if temporary, is beneficial for the planet 

[5,6,43-46]. 

The geopolitical implications are harder to ignore, but again the advances introduced by DeepSeek are no 

surprises—much like the substantial number of AI students and experts globally with ties to China.. DeepSeek 

could have happened anywhere but the fact that it occurred in China shouldn’t be a surprise. The next innovation 

could come from anywhere as well, China, USA, or elsewhere. Of course, DeepSeek being Chinese raises many 

concerns about privacy, user data storage, IP stealing, unethical practices, censure, government agenda and 

control, etc. [47,49,52-54]. Many have already questioned how their LLM system was build, possibly using OpenAI 

and others LLMs as basis for distillation, violating the terms of services of these models [50,51]. Others have 

pointed out quality issues [56-64], including the possibility that performances on some tests do not provide a high-

quality experience for end users, or that content can be damaging and usage creating a security risk. As mentioned, 

censorship is reportedly encountered on many topics sensitive to China [47]. Large amount of data also seems to 

be questionably sent to Chinese servers, raising security, privacy and regulatory issues [49]. 
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So, the cost of the DeepSeek models may be much higher than claimed, if one compute the cost of the original 

models that have been distillated [65,66], and that also applies to hardware. The final step alone cost 

approximately USD 5M. However, at least the incumbents now have access to these models. 

Cheating on performance is hardly a new phenomenon in this space. After all, OpenAI was recently caught red-

handed for manipulating its way to a high math/reasoning benchmark score—a scandal that, surprisingly, did not 

receive much attention. [67,68].  

Additionally, we argue that LLMs and generative AI have become commodities, in contrast to AI agents and 

applications. The monetary value will shift toward all sorts of applications and AI agents, where it would truly 

matter. While investors may need to grasp this distinction, it is a common challenge with many emerging 

technologies in addition to AI. 

 

1.2 Research Objectives and Scope 
 

This paper explores the evolving landscape of AI development through historical patterns and recent 

advancements, particularly focusing on the impact of DeepSeek’s latest models. The core research objectives are: 

• Analyzing AI Development Through Historical Patterns [69,70]: By examining past trends in AI innovation, 

we contextualize the rise of new competitors and assess whether their advancements mark a fundamental 

shift or a continuation of established cycles. 

• Evaluating DeepSeek’s Technological Impact [71,72]: This paper also examines DeepSeek-R1 and R1-Zero 

within the broader AI ecosystem, assessing their significance in terms of computational efficiency, 

reasoning capabilities, and potential influence on global AI competition. 

 

1.2.1 The Competitive Landscape and Technological Implications 
 

The recent release of DeepSeek-R1 and R1-Zero by the Chinese startup DeepSeek has sparked considerable debate 

in the AI community. These models, particularly R1-Zero, have demonstrated impressive reasoning capabilities, 

approaching the performance of models from leading U.S. companies such as OpenAI—despite DeepSeek’s 

relatively constrained resources [73,74]. This development raises critical questions about the competitive dynamics 

of AI research and its implications for U.S. technological leadership. 

While DeepSeek’s advancements are notable, they do not necessarily signify a decline in U.S. dominance in AI. The 

competitive nature of Large Language Models (LLMs) is shaped by rapid innovation, the widespread dissemination 

of research breakthroughs, and increasingly efficient techniques such as model distillation and reinforcement 

learning. These factors enable emerging players to achieve high performance even with fewer resources, 

contributing to an ongoing cycle of improvement where industry leaders continuously refine and advance their 

models in response to new challengers. 

 

1.2.2 Limitations of Current LLM Approaches 
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Beyond the emergence of DeepSeek, this paper also highlights fundamental constraints within current LLM 

development. Two key concerns are [75,76]: 

1. Finite High-Quality Training Data: As AI models grow in scale, the availability of high-quality, diverse 

training data becomes a critical bottleneck. 

Risks of Model Collapse: The increasing reliance on synthetic data poses challenges, including the potential 

degradation of model performance over time due to compounding errors [6,25]. 
 

1.2.3 The Need for a Broader AI Research Agenda 
 

DeepSeek’s progress underscores the importance of sustained investment in fundamental AI research, fostering 

open collaboration, and exploring alternative architectures beyond LLM-centric models [77,78]. Initiatives like the 

Stargate Project demonstrate the potential of large-scale AI infrastructure investments, but long-term innovation 

would also require diversification in research directions, including multi-agent systems, cognitive architectures, and 

adaptive AI frameworks. 

Maintaining a balanced perspective is crucial. While new breakthroughs—such as DeepSeek’s models—may 

challenge existing paradigms, they should be viewed within the broader trajectory of AI evolution. The key to 

continued leadership in AI will not be reacting to individual advancements but fostering an ecosystem that 

prioritizes innovation, strategic investment, and cross-disciplinary research. 

 

1.2.4 Disclaimer 

 

This paper presents a technical analysis with considerations in business, investment, and geopolitics; however, it 

does not claim to predict with certainty the actual impact of DeepSeek’s advancements, the Stargate joint venture, 

or the broader AI strategies of the United States and China. AI innovation—both in models and other areas—is 

evolving at such a rapid pace that it is impossible to keep up with the latest developments, despite our best efforts. 

The long-term implications remain uncertain—ranging from negligible to transformative—but we argue that such 

advancements [37] would have occurred regardless and that their significance should be viewed in the context of 

broader global reflections on AI development. This analysis is based on current trends and publicly available 

information, representing one perspective in a rapidly evolving field.  

 

2 DeepSeek’s Technological Advancements 
 

2.1 DeepSeek V3 
 

The DeepSeek V3 model [22] introduces further enhancements that consolidate its position in the market. Key 

improvements in DeepSeek V3 include [20] Open source collaboration. By adopting an open source approach, 
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DeepSeek V3 encourages community contributions and accelerates innovation. The availability of open source code 

and methodologies fosters a collaborative environment where researchers and developers can build upon existing 

work. 

 

2.2 Key Innovations in DeepSeek-R1 and R1-Zero, and Future Directions 
 

The work done by DeepSeek, with DeepSeek-R1 and related models [23], is impressive. They have managed to 

develop a top LLM model and system on limited AI hardware and at a very low cost. Traditionally, developing top 

LLMs like GPT-4 / Llama has been prohibitively expensive, often exceeding $100 million or more and requiring tens 

of thousands of high-end GPUs. This cost restricts AI innovation to only the largest corporations, or super funded 

unicorns. However, see our previous comments that cost of the DeepSeek models are actually way higher, as 

argued in section 1.1.4. 

DeepSeek R1 showcases several technological advancements that position them as a competitive player in the AI 

landscape. Noteworthy innovations include [23]: 

• Numerical Precision Reduction: By reducing numerical precision from 32 to 8 decimal places, DeepSeek 

achieves a 75% decrease in memory usage with minimal performance impact. This innovation is 

particularly significant as it allows for efficient utilization of resources, making high-performance models 

more accessible. 

• Memory Optimization: Advanced memory optimization techniques enable DeepSeek to operate on 

standard/lower grade AI hardware. This breakthrough reduces the dependency on expensive and 

specialized GPUs, democratizing access to cutting-edge AI technology. 

• Multi-token Reading: DeepSeek's ability to process text in chunks, rather than word-by-word, effectively 

doubles the processing speed while maintaining accuracy. This innovation enhances the efficiency of 

language model operations, fostering faster and more reliable outputs. 

• Selective Parameter Activation: With a parametric framework that activates only 37 billion out of 671 

billion total parameters as needed, DeepSeek minimizes computational overhead. This selective activation 

ensures that the system remains highly efficient and cost-effective. 

These advancements collectively reduce the cost of training AI models from approximately $100 million to around 

$5 million and cut down the required hardware from 100,000 GPUs to a manageable 2,000 [2,37]. 

DeepSeek also released a set of distilled models, for example from Llama [23]. These models, used by DeepSeek for 

later projects could then be even more efficient that the original DeepSeek-R1. 

DeepSeek R1 is accompanied by an Enhanced Image Generation feature: the new image generator, Janus, 

integrates sophisticated algorithms to produce high-quality images with remarkable detail and realism [8,9]. This 

feature extends DeepSeek's capabilities beyond text processing, opening new capabilities for creative applications. 

 

2.3 Open Source  
 

DeepSeek is open source: it means their source code is publicly available for anyone to view, use, modify, and 

share. By making their code open source and methodologies publicly available, they lower the barriers to entry, 

allowing a large community to compete without requiring billion-dollar budgets. It should help collaboration and 
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accelerate innovation across the industry, and allow DeepSeek to benefit from contributions and ideas that that 

community generates. 

However, note that, while DeepSeek is deemed open source, it is not necessarily transparent. There is a lot of 

information missing about how the models have been built, with what data and with what tools [21]. It’s possible 

that the data they used wasn’t entirely legitimate. [50,51]. This is also in part why others are not only trying to 

reproduce DeepSeek, but also to figure out the public data set that it requires, or the system prompts that then 

manage the overall offerings [20,21,33]. In that sense rebuilding and building DeepSeek from Llama (distillation) 

leads to variations of DeepSeek-R1, not the original R1. All the literature and research can freely mix and match the 

actual DeepSeek-R1 they study.. Detail technical works need to trace back the exact genealogy of each DeepSeek 

model used. Then yet again, as we already explained, all LLMs behave roughly the same when using the same 

algorithm to be trained at construction and at execution. 

However, DeepSeek embraced the open-source movement, championed by Meta with Llama. It matters as we will 

further discuss later [24]. Open source can be argued as a key factor in DeepSeek success: they managed to access 

(legally) models, code and dataset on that basis. The jury is still out on what else may have occurred, as we'll 

discuss later. 

 

2.4 Learning From the Efficiencies Applied by DeepSeek   
 

The implications of DeepSeek innovations are profound. By reducing costs and lowering barriers to entry, they have 

paved the way for broader participation in AI research and development. The open source model promotes 

transparency and inclusivity, driving collective progress in the field. 

The efforts and innovations, exemplified by DeepSeek, underscore the importance of continued investment in AI 

research, fostering a collaborative ecosystem, and exploring diverse technological directions. While DeepSeek's 

advancements are remarkable, the broader context of AI development remains dynamic, with numerous players 

contributing to the evolution of the field. 

 

3. LLMs:  Easy To Reproduce, Match or Surpass 
 

3.1 Towards Commoditization Among a Generation of LLMs  
 

It turns out that LLMs are easy to reproduce, match or improve and even surpass. DeepSeek showed the world that 

it can be done as a commercialization exercise and not just a research exercise [37]. But past previous research and 

papers had already demonstrated this.. 

Optimization for a certain target, domain, or use cases can be done for example with retraining (a very expensive 

option), fine tuning, reinforcement learning, RAG, or knowledge distillation. This list is not exhaustive and each 

approach has many variations.  
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It is also worth noting that once a certain size (number of parameters) is considered, data scope, and underlying 

technologies typically published, or open sourced, most top-tier LLMs of that generation perform at a same or 

similar level, with little change in results or performance when switching one for another5 [81]6.  

Open source and data sets are key to ensure that this continues. 

As almost all publicly available data has been used for training differences will be further reduced [6]. 

In this section, we present a few examples to illustrate this.. 

 

3.1.1 Understanding LLMs: Training, Fine-Tuning, and Inference 
 

At the heart of the modern AI systems are models, mathematical structures designed to recognize patterns in vast 

amounts of data. In the context of LLMs, a model is an artificial neural network trained to process and generate 

human-like text. These models, such as GPT-4, DeepSeek-R1, or LLaMA, learn by analyzing billions of words, 

developing an understanding of language structures, meanings, and even reasoning patterns. 

 

Training: Building the Foundation 
 

Training a model is akin to teaching a new employee everything from scratch. This process involves feeding the 

model massive datasets—ranging from books and articles to code repositories—while it continuously adjusts 

billions (or even trillions) of parameters to improve its understanding. The training process is computationally 

expensive, requiring powerful hardware like GPUs (Graphics Processing Units: processors designed for handling 

graphics and parallel computations, commonly used in gaming and AI) or TPUs (Tensor Processing Units: Google’s 

specialized chip for accelerating machine learning and AI tasks) and significant time investment. 

Training is divided into two stages: 

1. Pretraining: The model learns general language patterns by predicting missing words in a sentence (self-

supervised learning). At this stage, it gains broad knowledge but lacks specific expertise. 

2. Supervised Fine-Tuning (Optional): Developers refine the model by training it on specific tasks using 

curated datasets with labeled answers, enhancing accuracy in targeted domains. 

 

Fine-Tuning and Super Fine-Tuning: Adapting to Specialized Needs 
 

Once a model is pretrained, it can be fine-tuned for specific applications. Fine-tuning is the equivalent of taking a 

generalist and turning them into an expert. For example, a base LLM may have a general understanding of finance, 

 
5 For example, the readers can easily check themselves if using perplexity.ai PRO [80] and asking the same 
search or request switching between the models. 
6 Again, that statement is for LLMs using similar algorithms, and possibly sizes (not always as we see SMLs 
matching ChatGPT [16] ) etc. [81], otherwise performance differ a lot from generation to generation. Also this 
may not be true for applications requiring a use case or domain specific model. There the data used will 
matter a lot. It is detailed in the next subsections. 
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but fine-tuning it with SEC filings, market reports, and investment strategies enhances its proficiency in financial 

analytics. 

There are two primary approaches to fine-tuning: 

1. Regular Fine-Tuning: Adjusts a subset of the model’s parameters based on new domain-specific data. 

2. Super Fine-Tuning: A more advanced process, often requiring reinforcement learning or instruction tuning. 

This level of tuning is seen in models like GPT-4-turbo, which optimize for efficiency, accuracy, and 

alignment with human preferences. 

Fine-tuning is required for businesses looking to tailor AI solutions to their industry expertise, compliance needs, 

and proprietary datasets. 

 

Inference: Transforming AI Knowledge into Action 
 

Once trained and fine-tuned, the model enters inference mode—the phase where it generates responses based on 

user queries. Inference is where AI creates real business value, from answering customer questions and writing 

reports to coding and making complex predictions. Unlike training, which is a one-time or periodic computationally 

heavy process, inference happens in real-time and is optimized for efficiency. 

Companies deploying AI LLMs must balance accuracy, speed, and cost in inference [113]. Optimized inference 

reduces latency (response time) and lowers computational expenses, which is why cutting-edge research focuses 

on more efficient model architectures, quantization techniques, and hardware acceleration (enhancing 

performance by using specialized hardware to offload and speed up specific tasks). 

 

3.1.2 Why This Matters for Businesses and C-Suite Executives 
 

For CEOs, CTOs, and decision-makers, understanding these AI processes is critical for making informed strategic 

choices: 

• Training determines a model’s foundational intelligence but is expensive and resource-intensive. 

• Fine-Tuning allows companies to create AI solutions tailored to their needs, increasing accuracy and 

relevance. 

• Inference is where AI interacts with customers, employees, and systems, requiring cost-effective 

deployment strategies. 

The rise of compute-efficient models like DeepSeek-R1-Zero demonstrates that raw computational power is no 

longer the sole advantage—algorithmic efficiency and strategic data utilization play equally critical roles. 

Companies must decide whether to train their own models, fine-tune existing ones, or use third-party solutions, 

carefully balancing innovation, cost, and infrastructure capabilities. 

By understanding these AI fundamentals, business leaders can navigate the rapidly evolving AI landscape more 

effectively, using LLMs to gain a competitive edge and drive industry transformation. 
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3.2 Example 1: Meta’s Llama vs OpenAI’s ChatGPT 
 

Llama Index and variations are open source LLMs allowing low-cost usage when deploying your own, you only need 

to pay for the computing resources, making it a preferred option for open-source projects and academic/research 

activities. Llama, Index and its variations, represent an open source LLM that facilitates low-cost usage by allowing 

users to deploy their own models, thus only incurring expenses for computing resources. This makes it an ideal 

choice for open-source projects and academic research, promoting accessibility and innovation within the AI 

community. 

Llama, short for Large Language Model Meta AI, was first introduced in a research paper published in February 

2023 [10]. This initial release comprised a collection of foundation language models with varying parameter sizes, 

ranging from 7 billion to 65 billion. These models were trained on a massive dataset of text and code, drawing from 

publicly available sources such as CommonCrawl, C4, GitHub, Wikipedia, books, ArXiv, and StackExchange [11]. 

A key contribution of the Llama research was proving that the state-of-the-art LLMs could be trained effectively 

using exclusively publicly available datasets, without relying on proprietary or restricted data [10]. This approach 

fostered open access and facilitated further research and development within the AI community, democratizing 

access to LLMs for researchers who may not have the resources to train such large models from scratch [12]. 

Unlike models like GPT-3, Llama utilizes the SwiGLU activation function instead of GeLU, rotary positional 

embeddings (RoPE) instead of absolute positional embeddings, and RMSNorm instead of layer normalization [13]. 

These architectural choices contribute to Llama's efficiency and performance. 

Training a ChatGPT-like LLM, including Llama, typically involves two stages as discussed earlier: pre-training and 

fine-tuning,. In the pre-training stage, the model is exposed to a massive amount of text data to learn general 

language patterns and relationships. This is followed by the fine-tuning stage where the model is trained on a more 

specific dataset, often with human feedback, to refine its behavior and align it with the desired task, such as 

conversational response generation. 

Llama 3, released in April 2024, expanded the capabilities of LLMs by incorporating multimodal functionalities. 

Through a compositional approach, Llama 3 integrated image, video, and speech processing capabilities [15]. This 

advancement allows the model to process and understand information beyond text, expanding its potential 

applications in areas like image recognition, video analysis, and speech processing. 

Llama offers opensource LLMs (and SMLs) with performance and capabilities that rival major proprietary LLM 

providers—at a significantly lower cost by design.  

Llama's open-source structure, optimized computational requirements, and potential for SMLs make it a viable 

choice for running derived models locally. 

 

3.3 ChatGPT o1 Match by Distillation 
 

In machine learning, knowledge distillation (or model distillation) is the process of transferring knowledge from a 

large model to a smaller one. While large models—such as deep neural networks or ensembles—have greater 

capacity, they often do not fully utilize it [17]. Evaluating these models remains computationally expensive, even 

when much of their capacity goes unused. 
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Knowledge distillation enables the extraction and transfer of essential knowledge from a large model to a smaller 

one, preserving performance while significantly reducing computational requirements. Since smaller models are 

more efficient, they can be deployed on resource-constrained hardware, such as mobile devices. This technique 

has been in use for over a decade, but recent research has demonstrated its effectiveness in producing small 

language models (SLMs) with performance comparable to large language models (LLMs), such as ChatGPT o1. 

Before DeepSeek, leveraged model distillation—alongside other well-known optimization techniques, such as 

lower-precision computation, quantization (integerization), and dynamic neural network pruning—to develop 

smaller, high-performing models at reduced costs, driving innovation in the field, others had already used 

distillation to reproduce earlier ChatGPT models (e.g., [16] and references therein). 

 

3.4 ChatGPT o1 Reproduction with Reinforcement Learning 
 

In 2024, it was demonstrated that reinforcement learning [18,19] could be used—alongside knowledge 

distillation—to build an LLM system with performance comparable to OpenAI’s ChatGPT o1 [18]. 

This work was not led by DeepSeek but leveraged a well-established approach, as reinforcement learning has long 

been recognized as a key technique in training LLMs. In fact, reinforcement learning played a crucial role in the 

development of o1 and other large language models, particularly through methods such as reinforcement learning 

from human feedback (RLHF) and related optimization strategies. 

 

3.5 Model Collapse with Synthetic Data  
 

It is well established that training models on synthetic data—especially when generated by LLMs—can lead to 

model collapse, as discussed in [6,25] and references therein. OpenAI has reportedly used synthetic data for 

training o3 [27,30], which could have significant consequences, as has been anecdotally reported online. 

Meanwhile, it has been widely observed that most LLMs today are trained primarily on publicly available digitized 

data, such as content collected (scraped) from the internet [6, 31] (and references therein), with some additional 

proprietary datasets. As almost all the digitized / publicly available content has been processed, this largely explains 

why modern LLMs exhibit similar capabilities and behaviors across most tasks: they rely on overlapping training 

data sources.  

As a result, meaningful differentiations7 now primarily arises from domain-specific training, fine-tuning, or 

customization tailored to specific use cases, industries, or organizations. 

 

3.6 Countering DeepSeek 
 

 
7 It is possible that in the future, efforts to digitize books and other material not current digitized or not 
available due to copyright considerations, may provide an extra boost, or at least significantly improve the 
quality of the resulting LLMs. We will discuss this in an upcoming paper. 
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In response to the rapid advancements in AI, particularly the emergence of cost-effective models like DeepSeek, 

OpenAI has announced plans to accelerate the release of upcoming models. Collaborating with Microsoft, they 

intend to offer some of their latest top-tier models for free, albeit with certain restrictions. For instance, Microsoft 

has made OpenAI’s o1 reasoning model freely available to all Microsoft Copilot users through the “Think Deeper” 

feature [35,36,40,48].  

Concurrently [20,21,33,39], Hugging Face and others are actively working to replicate DeepSeek’s R1 model, aiming 

to provide open source access to similar capabilities. These initiatives include efforts to reproduce the full 

DeepSeek R1 data and training pipeline, ensuring that the AI community can benefit from these advancements.  

Future releases of LLMs will learn from DeepSeek models and build on it [37].  

These developments underscore the dynamic and iterative nature of the generative AI landscape. As organizations 

build on each other’s innovations, the GenAI field continues to evolve, leading to more accessible and advanced AI 

solutions. This is the circle of life for progress in the GenAI world. We argue that it is quite normal and expected 

and inherent to the nature of GenAI. 

 

4. No Real Surprise 
 

4.1. The Industry Already Knew Much of What DeepSeek Did  
 

Considering Sections 2 and 3, it should be clear that DeepSeek effectively combined and applied established GenAI 

industry techniques, rather than pioneering entirely new methodologies. This isn’t a case of Chinese AI surpassing 

U.S. AI; rather, it underscores how assembling a talented team of engineers and scientists, fostering creativity, and 

working within budget and hardware constraints can drive meaningful innovation. Realistically, DeepSeek's 

advancements could have emerged from anywhere, however, China was a prime candidate due to its mix of 

technical expertise and external constraints that sparked the pursuit of alternative solutions. Much of what 

DeepSeek implemented was already well understood in the field: 

• Knowledge distillation and reinforcement learning: These techniques have been widely used for years and 

were already applied by other AI leaders in their best LLMs [16,17]. 

• Reducing parameter precision [82,84]: Lowering precision is a common practice in computer engineering, 

and it has already been applied to LLMs to optimize performance and efficiency. It can be done without or 

with limited impact on performance of the resulting LLMs. 

• Sparsity [89,90] and pruning: The idea of reducing model complexity through pruning dates back to the 

1990s, when it was applied to decision trees, maximum likelihood algorithms, and early neural networks 

[85,88].  

DeepSeek's success lies in their ability to integrate existing techniques into a cost-effective LLM framework, 

enabling high-performance models with efficient, low-cost training. 
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4.2 Credible?  
 

However, some have raised concerns that DeepSeek may have leveraged unauthorized access or distillation of 

models from OpenAI and other LLM providers as a starting point [50,51]. If this were the case, the reported cost 

savings would not account for the original cost of developing these models in the first place [65,66]. 

So, in reality, the overall cost of training DeepSeek’s models is not drastically lower than that of other LLMs. 

Instead, the key cost reduction appears to come from efficiency optimizations and refinements applied on top of 

existing techniques. 

 

4.3. Geopolitical Concerns About DeepSeek Models  
 

DeepSeek methods and success are raising many geopolitical questions, and concerns (as referenced earlier in this 

paper):  

1. Potential Unauthorized Model Distillation 

o There are allegations that DeepSeek may have trained its models using unauthorized access or 

distilled outputs from existing OpenAI and other Western LLMs. If true, this raises concerns about 

intellectual property theft and fair competition in AI development. 

2. China’s AI Advancements & Strategic Implications 

o DeepSeek’s rapid progress demonstrates China’s growing AI capabilities, which could challenge U.S. 

dominance in AI research and innovation. This could accelerate AI arms races and national security 

concerns in both civilian and military applications. 

3. Government Control & Censorship 

o As a China-based AI model, DeepSeek is subject to Chinese government regulations that require 

alignment with state policies. This raises concerns about censorship, bias, and lack of transparency, 

particularly when the model is deployed in global applications. 

4. Data Security & Privacy Risks 

o If DeepSeek models are deployed internationally, particularly in Western businesses, academia, or 

government sectors, there may be risks of data leakage, espionage, or surveillance due to China's 

strict cybersecurity laws, which require state access to data. 

5. Restricted Export & U.S. Sanctions 

o The U.S. has already restricted AI chip exports to China, limiting access to advanced NVIDIA GPUs. If 

DeepSeek models prove competitive, policymakers may consider further trade restrictions to curb 

China's AI advancements. 

6. Disinformation & Influence Operations 

o AI-powered chatbots, content generation, and social media automation could be exploited for 

disinformation campaigns or influence operations aligned with China’s geopolitical interests, similar to 

past concerns about Russian and Chinese online influence. 
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7. Global AI Regulations & Ethical Standards 

o DeepSeek operates under a different regulatory framework than US and European AI companies, 

meaning its safety measures, bias mitigation, and ethical AI standards may not align with those of 

OpenAI, Google DeepMind, Anthropic, IBM, and others. This complicates efforts for international AI 

governance. 

8. Competitive Pressure on Western AI Firms 

o DeepSeek’s emergence as a high-quality, low-cost AI provider could push OpenAI, Google, and Meta 

to accelerate commercial AI deployments, potentially leading to hasty releases without adequate 

safety guardrails. 

However, it must be noted that competition in the AI landscape, particularly in the realm of large language models 

(LLMs) and generative AI, is a vital catalyst for innovation and progress. When multiple entities—ranging from 

established tech giants to emerging startups—compete in this space, it creates an environment where continuous 

improvement is both necessary and beneficial. Here are several reasons why competition is advantageous in this 

context: 

1. Accelerated Innovation: 

o In a competitive market, companies are constantly driven to push the boundaries of technology. This 

race to outperform rivals results in rapid advancements, as each participant seeks to offer more 

efficient, accurate, and versatile AI solutions. The iterative process of research and development is 

expedited, leading to breakthroughs that might not occur in a monopolistic or complacent 

environment. 

2. Improved Quality and Performance: 

o Competition encourages organizations to enhance the quality of their products and services. For AI 

models, this means not only better performance metrics—such as reduced error rates and faster 

processing times—but also more robust safety features and ethical safeguards. As companies vie for 

market share, they are incentivized to address shortcomings and innovate in areas like model 

transparency, bias mitigation, and data security. 

3. Cost Efficiency and Accessibility: 

o Competitive pressures often lead to cost reductions, making advanced AI technologies more 

accessible to a broader range of users. This democratization of AI can spur further innovation by 

allowing academic institutions, startups, and smaller enterprises to experiment and build upon state-

of-the-art models without the prohibitive costs typically associated with proprietary systems. 

4. Diverse Perspectives and Collaborative Synergies: 

o A competitive ecosystem brings together diverse perspectives and expertise. The interplay between 

various players—each with their unique approaches and strengths—can foster collaborative 

synergies, even among competitors. Shared challenges often lead to cooperative efforts in 

establishing industry standards and best practices, which in turn benefit the broader AI community 

and society at large. 

5. Resilience and Adaptability: 

o Competition forces companies to remain agile and responsive to market needs. In the rapidly evolving 

field of AI, this adaptability is crucial for developing systems that can cope with emerging challenges, 
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such as ethical dilemmas, data privacy concerns, and cybersecurity threats. A competitive market 

helps ensure that AI solutions remain resilient, continuously evolving to meet both technological and 

societal demands. 

6. Regulatory and Ethical Advancement: 

o The presence of multiple players in the market also encourages more robust regulatory and ethical 

frameworks. When companies compete not only on technological prowess but also on ethical and 

responsible AI practices, it creates an incentive to develop and adhere to higher standards. This can 

lead to more transparent, accountable, and ethically aligned AI systems that better serve public 

interests. 

The two sides contrasted above could balance each other. 

 

5. LMMs Cycle of Life: Only Temporary Dominance 
 

5.1. The GenAI Circle of Progress (or Life) 

 

As we have observed and predicted, it is entirely natural for LLMs developed by one vendor or research team—

especially when their approaches, code, or data sources are published or hinted at—to be approximated, matched, 

or even surpassed by newer models, sometimes from the same team. What happened with DeepSeek is business 

as usual, aside from the potential for cheating and other geopolitical considerations. 

New techniques emerge incrementally, whether in model architecture, fine-tuning strategies, reinforcement 

learning, knowledge distillation, architecture/composition/orchestration of systems [91-94], or the cost-efficient 

methods pioneered by DeepSeek. These innovations are quickly understood, replicated, and improved upon by 

others in both open source and proprietary AI projects [33]. 

As a result, just as DeepSeek’s models and approaches, just as the ones from OpenAI and others, are now being 

analyzed and integrated elsewhere [33,37], future models will follow the same trajectory. New models will 

emerge—leveraging different methodologies, larger datasets, or building upon existing models—and another 

leader8 will take the lead. 

This is the cycle of innovation and dominance in generative AI. 

Recent developments underscore this reality, such as: 

• OpenAI’s9 commitment to releasing more powerful language models [34,35,39,40]. 

• Microsoft’s10 decision to make o1 freely available to Windows users [35,36,40,48]. 

The generative AI landscape is continually evolving, with dominance being temporary and innovation relentless. 

 
8 Or for a while the same leader with new release and generations of LLMs. 
9 And others [39]. 
10 And others. 
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5.2 LLMs Have Plateaued, But They Probably Haven’t Peaked  
 

While LLMs may have plateaued in terms of consuming most of the publicly available digitized data [6], this does 

not mean that their capabilities, or the capabilities of systems/applications/agents using them have reached their 

peak. 

Recent advancements—such as DeepSeek’s cost-efficient models and the emergence of reasoning models 

incorporating techniques like chain-of-thought prompting and its variations—demonstrate that there are still 

significant opportunities to enhance and extend LLM capabilities. 

Lower-cost and faster training methods are opening the door for: 

• More complex architectures and algorithms to improve reasoning and adaptability. 

• Revisiting and repurposing training data to extract new insights. 

• Specialized AI hardware11, and cloud computing innovations to support larger-scale training and inference. 

As these trends continue, the demand for high-performance computing resources, specialized AI chips, and large-

scale cloud infrastructure is expected to increase rather than decline. The era of AI expansion is far from over. 

 

6. Open source AI: Potential and Limitations  
 

We already discussed the value of open sourced LLMs (and data set/training tools) and arguments as in [24,26]. 

Open source AI supporter see it as the only true way forward.  

So, in addition to section 2.5, we expand the open source analysis  in the following sub sections.  

 

6.1 Advantages of Open Source AI 
 

Open source AI offers numerous advantages, particularly in the realms of technical transparency, collaborative 

development, and research accessibility. One of the primary benefits is the ability to conduct detailed security 

audits, assess potential biases, and verify ethical considerations. The open availability of code and model 

architectures allows researchers and developers to scrutinize and refine AI systems, ensuring that they adhere to 

ethical standards and security best practices [95,96]. 

Collaboration is another cornerstone of open source AI. A community-driven approach fosters innovation by 

leveraging distributed expertise, enabling rapid iterative improvements, and incorporating diverse perspectives 

 
11 Although, to be honest, if we observe the evolution of computing so far, specialized CPU have often be 
replaced by more generic platforms with generic CPU. That is still an evolution we expect to see happen with 
just CPU at some point in the future including GPU capabilities or modules. But it may end up being just an 
academic argument, as we admit that CPU will then have also evolved to look in part like GPUs. 
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from global contributors. This decentralized model accelerates the development cycle and enhances the robustness 

of AI solutions [98,100]. 

From a research and innovation standpoint, open source AI lowers barriers to entry, reducing both computational 

and financial constraints. This democratization of AI technology empowers academic institutions, startups, and 

independent researchers to experiment with and build upon existing models without the prohibitive costs 

associated with proprietary solutions. Additionally, the flexibility of open source frameworks allows developers to 

fine-tune models for specific applications, customize architectures to suit unique needs, and implement targeted 

modifications that drive domain-specific advancements [96,99]. 

 

6.2 Limitations and Challenges 
 

Despite its advantages, open source AI faces several challenges. Security risks can arise from the code's public 

accessibility, potentially exposing vulnerabilities that could be exploited [95,97]. But as is well known and proven 

with traditional software, exposing the code, models and training to public scrutiny and many pairs of eyes typically 

ensure quick discovery of problems and risks, and faster remediations12. 

The lack of official support can pose challenges in critical situations, making it advisable to have a troubleshooting 

plan or work with an AI partner [95]. 

While access to open source models is often free, there are additional costs associated with deploying and 

maintaining them [95,96]. 

Open source AI offers numerous advantages, particularly in the realms of technical transparency, collaborative 

development, and research accessibility. One of the primary benefits is the ability to conduct detailed security 

audits, assess potential biases, and verify ethical considerations. The open availability of code and model 

architectures allows researchers and developers to scrutinize and refine AI systems, ensuring that they adhere to 

ethical standards and security best practices [95,96]. 

Collaboration is another cornerstone of open source AI. A community-driven approach fosters innovation by 

leveraging distributed expertise, enabling rapid iterative improvements, and incorporating diverse perspectives 

from global contributors. This decentralized model accelerates the development cycle and enhances the robustness 

of AI solutions [97,98]. 

From a research and innovation standpoint, open source AI lowers barriers to entry, reducing both computational 

and financial constraints. This democratization of AI technology empowers academic institutions, startups, and 

independent researchers to experiment with and build upon existing models without the prohibitive costs 

associated with proprietary solutions. Additionally, the flexibility of open source frameworks allows developers to 

fine-tune models for specific applications, customize architectures to suit unique needs, and implement targeted 

modifications that drive domain-specific advancements [99,100]. 

 

 
12 That is true as long that the community of support / development has active members, and that means 
typically a large enough community of developers and users. Otherwise, nobody may end up being there to fix 
the protocols. As an example, we have seen this happen with OpenSSL libraries in the past [114]. 



19 
 

6.3 Data Source Considerations 

 

The integrity of an AI model is deeply tied to the quality and reliability of its training data. Platforms such as the 

Hugging Face ecosystem have become instrumental in providing extensive repositories of open source AI models 

and datasets. Hugging Face's Model Hub, dataset repository, and collaborative research spaces serve as essential 

resources for researchers and developers seeking high-quality AI tools [98,100]. 

Verification mechanisms within these platforms play a crucial role in mitigating risks associated with unreliable 

models. Community ratings, usage statistics, and detailed model card documentation help users assess the 

credibility and applicability of various models before deploying them in real-world applications. These verification 

methods contribute to transparency and promote responsible AI development within the open source ecosystem 

[99,100]. 

 

6.4 Mitigation of Potential Risks 

 

To ensure the responsible development and deployment of open source AI, comprehensive vetting procedures are 

essential. Rigorous model evaluations, ethical use guidelines, and transparent documentation can help establish 

trust and reliability in AI systems. Community governance further strengthens oversight by enabling collective 

responsibility, facilitating rapid vulnerability identification, and fostering a culture of accountability [98,101]. 

Preventing the reprehensible use of AI requires proactive security measures. Implementing access controls, such as 

responsible use policies and technical restrictions on high-risk applications, helps mitigate potential misuse. Ethical 

development frameworks should include clear usage guidelines, proactive strategies to prevent harmful 

applications, and continuous monitoring mechanisms to identify emerging risks [97,101]. 

While open source AI offers transformative potential, its long-term success depends on striking a balance between 

accessibility and responsible governance. By fostering collaboration, ensuring transparency, and addressing ethical 

concerns, the open source AI community can continue to drive innovation while mitigating risks associated with 

unrestricted AI development [98,101]. 

 

7. Large LLM Providers: Premature Obituary  
 

7.1 Current Market Dominance 
 

The landscape of large language models (LLMs) is currently dominated by large proprietary AI providers, largely due 

to their significant infrastructure investments and vertically integrated ecosystems. These organizations allocate 

billions of dollars to research and development, leveraging custom-built AI training infrastructure to refine and 

scale their models. The massive computational resources available to these providers allow for continual model 

refinement, ensuring that their offerings remain at the forefront of AI capabilities [102]. 
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A key component of their dominance is vertical integration, which enables an end-to-end control of AI ecosystems. 

From dataset curation to model deployment, these companies manage tightly controlled development pipelines, 

optimizing performance while maintaining proprietary advantages. Additionally, they implement comprehensive 

monetization strategies, ensuring sustained revenue generation and continued investment in AI advancements 

[103]. 

The competitive strengths of proprietary AI providers stem from their advanced training capabilities and 

enterprise-grade solutions. Access to vast, curated datasets allows for sophisticated model refinement, while large-

scale iterative improvements enhance performance. Furthermore, enterprise clients benefit from robust 

compliance and security frameworks, predictable performance guarantees, and extensive support infrastructure —

elements that reinforce the dominance of these providers in commercial applications [78,104]. 

 

7.2 Barriers to Disruption 
 

Challenging the entrenched position of proprietary AI providers presents significant hurdles, particularly in terms of 

technical and economic barriers. Computational costs for training large-scale models are exponentially high, 

necessitating specialized hardware and complex infrastructure management. Smaller players often struggle to 

match the sophisticated training methodologies, advanced architectural innovations, and nuanced performance 

optimization that industry leaders employ [105]. 

Beyond technical challenges, economic constraints further deter market disruption. Developing competitive AI 

models requires billions of dollars in research funding, continuous hardware upgrades, and extensive talent 

acquisition. The AI landscape is also influenced by strong network effects, as established providers benefit from 

brand credibility, existing enterprise relationships, and a proven track record of innovation. These factors 

collectively create formidable barriers that limit the ability of new entrants to compete at scale [106]. 

 

7.3 Open Source and Emerging Challenges 
 

Despite the current dominance of proprietary AI, open source and decentralized AI approaches present potential 

disruptive factors. Community-driven innovation has led to rapid advancements in AI model development, with 

distributed research efforts producing increasingly sophisticated open source alternatives. Llama was so far the 

best example [10-15], as discussed in section 3.2. Emerging decentralized AI methodologies, such as blockchain-

based AI and federated learning, aim to distribute computational resources, reducing dependency on centralized 

infrastructures [107]. 

While these developments introduce competitive pressure, their impact remains incremental rather than 

transformative. Open source AI models are improving, but they still lack the extensive computational backing and 

enterprise-grade reliability that proprietary providers offer. However, the continued evolution of decentralized 

approaches suggests that the competitive landscape may shift in the long term [108]. 

 

7.4 Realistic Projection 
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In the short to medium term, proprietary AI providers may be able to maintain their dominance due to their 

resource advantages, established infrastructure, and sustained innovation cycles. While open source models will 

continue to improve, they are unlikely to displace proprietary solutions outright. Instead, hybrid development 

models may emerge, blending proprietary advancements with open source contributions to create more dynamic 

AI ecosystems [109].  

The competitive landscape is also evolving toward increased specialization, with niche-specific model development 

and collaborative innovation frameworks gaining traction. However, the probability of immediate disruption 

remains low. Large LLM providers are far from obsolete, as substantial barriers continue to protect their market 

position. Nevertheless, the pressure for continuous innovation remains high, necessitating ongoing advancements 

to maintain a competitive edge [110]. 

In any case, what happens next will depend also on what will come next after DeepSeek: will the cost remain high 

because GenAI, now adds new complex algorithms, using the money possibly made available by learning the 

lessons form DeepSeek, or will we plateau at what we are at lower cost. In the latter case, many new entrants will 

appear. 

 

7.5 Strategic Implications: The Stargate Joint Venture 
 

The analysis of current market conditions strongly supports the case for collaborative ventures such as the recently 

proposed Stargate joint venture. Given the significant barriers to entry in AI development, pooling resources among 

multiple organizations presents a viable strategy for overcoming computational and economic challenges [111]. 

Strategically, Stargate aligns well with the realities of AI competition. By aggregating computational resources, the 

venture can mitigate the prohibitive training costs associated with state-of-the-art AI development. Shared 

infrastructure reduces individual financial risks, while distributed expertise fosters innovation more efficiently than 

a single entity operating in isolation [112]. 

The potential advantages of Stargate include the ability to combine the strengths of multiple organizations, 

leveraging their respective capabilities to create a robust alternative to existing large LLM providers. This 

collaborative approach directly addresses key challenges identified in this paper: 

• Computational Barriers: Stargate pools computational resources, overcoming limitations faced by 

individual entities. 

• Economic Constraints: A shared investment model reduces financial risk while maintaining competitive AI 

development efforts. 

• Decentralized AI Approaches: The venture aligns with emerging trends in collaborative model 

development, fostering innovation across diverse research teams. 

Given these considerations, Stargate Joint Venture represents an innovative and strategic response to the prevailing 

AI market dynamics. A joint venture approach offers a promising pathway to mitigating the entrenched dominance 

of proprietary LLM providers, fostering a more diverse and competitive AI ecosystem. 
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7.6 Our Thesis: The Future of LLM Providers—A Decision for Them to 
Make 
 

As we have discussed, LLM providers, proprietary providers and open source once sike Meta, have: 

• The computing environment/infrastructure 

• Data sets 

• Training tools 

• Skills and resources 

• Funding 

• Partnerships 

With this they have dominated so far.  

Our thesis is that DeepSeek has introduced new ways to optimize aspects of LLMs, just as many others. These will 

render training and execution of LLMs more efficient and cost effective. But LLMs are still far behind the goal of AGI 

and they still have much to improve, beyond throwing at them more data13.  

Without knowing the future, and considering the real cost behind DeepSeek [50,51,65,66], it is safe to bet that 

improvement will again be costly in terms of computing resources, data, skills etc. Clearly large LLM providers will 

still have a leg up, until, or unless, they are disrupted with a dramatically new approach14, instead of evolutionary 

progresses, as we have shown that DeepSeek is just evolutionary. DeepSeek and other newcomers e.g., [38], may 

or may not be able to catch up on enough resources for the next steps. Other may and will and they will disrupt till 

the dramatic disruption that we hope for. 

AI applications and agents may also disrupt a we discuss in the next section. But again, incumbents with their 

network of partners and ecosystems, are probably in good position, for a while. What may trip them however is the 

commoditization of LLMs and GenAI that comes along. Some will thrive, and may believe that opensource LLMs will 

be one of them. The Google and Microsoft of this world have other business, already using GenAI. They will also be 

able to continue dominating the LLM space, even as LLM are commoditized: they will be at the core of the 

cognitive services and framework that they provide for developers to build AI apps and agents, and may also be 

provider of those. 

 

8. Beyond LLMs: The Emerging Landscape of AI Evolution 
 

We argue that LLMs are being commoditized, because of similar performances within a same generation15 and the 

evolution to AI applications and AI agents, and not the path to AGI [6] and references therein.  

 
13 With the caveat of our earlier comment about digitizing content today locked in paper books, or protected 
by stringent copyrights, but that may or may not lead to just marginal progress. 
14 E.g., as needed to reach AGI [6] and references therein. 
15 This is without training, find-tuning / customization for a specific domain, enterprise or set of use cases. 
There they may matter but would again be equivalent if same training or fine tuning with the same data was 
applied, and now open source considerations and tooling matter. 
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8.1 The Commoditization of LLMs and GenAI 
 

The evolution of Large Language Models (LLMs) and Generative AI (GenAI) is following a clear trajectory toward 

commoditization. This shift is driven by factors such as architectural standardization, API-driven abstraction, and 

increased market competition. LLMs are increasingly being integrated as interchangeable infrastructure 

components, where seamless API interfaces allow businesses to switch providers easily, optimizing their AI 

strategies without vendor lock-in. 

A key development in this transition is multi-model orchestration, where AI applications dynamically select LLMs 

based on cost, performance, and domain specificity. Businesses can integrate multiple models, switching in real-

time to balance efficiency and accuracy, which is especially crucial in high-stakes industries like healthcare, finance, 

and law. This model-agnostic approach is exemplified by platforms like Perplexity.ai Pro, which enables users to 

select from various LLM providers such as ChatGPT, Claude, Gemini, and Mistral LLMs. Even statically, developers 

and enterprise can decide at some point to switch from one LLM provider to another. All this is inherent to the 

circle of life of LLMs. Indeed they evolve so fast, and so far were so costly, that any developer, third party provider, 

application provider or user will want to be able to pick up the next greatest new one, which may have new APIs for 

new capabilities and may not be provided by the same vendor, or switch provider considering hard to predict and 

understand high costs, need to build they applications, agents or workflow so that switching LLM amounts to 

changing the URL they point to (and may be do some API transformation). 

As standardization of APIs or at least capabilities, increases, competition among LLM providers is shifting from 

model development to strategic deployment and fine-tuning. The rise of model aggregation platforms further 

erodes individual model differentiation, accelerating commoditization. Ultimately, the long-term value in AI is 

transitioning from standalone LLMs to their orchestration within broader AI ecosystems. 

As, or when, fine tuning and other custom training become necessary, keeping in mind it is not always the case that 

it is useful, developers and customers will also be naturally driven towards the ones that have the best tools, 

cheapest cost of training/fine-tuning, data sets/models and community to assist. Open source will probably benefit 

significantly. 

The bottom line is that LLMs are increasingly becoming commoditized in terms of their providers. However, this 

does not apply across generations. For instance, an LLM from the current generation, such as R1 or o3, will become 

commoditized within that generation but will still outperform LLMs from previous generations, like V2 or o. 

 

8.2 The Rise of AI Agents and Applications 

 

While LLMs become increasingly commoditized, AI agents and applications are emerging as the primary interface 

between users and AI systems. These agents act as intelligent orchestrators, determining in real time which LLM to 

query and how based on task complexity, cost efficiency, and required expertise, and how to recombine.  

Rather than relying on a single LLM engine, AI agents employ adaptive routing techniques to optimize responses 

across multiple models. This architecture enhances workflow automation, decision-making, and personalized 

interactions. The growing adoption of AI agents signals a shift away from direct LLM usage toward integrated, 

application-driven solutions. It is a variation on the notions of MultiAI that we have introduced [6,91-94,109] 
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Note that while AI agent are nothing new. Applications orchestrate AI engines. AI agent do the same, 

asynchronously on their own, and they may be triggered all at once and with they result aggregated at the end. Ai 

workflows can do the same sequentially16, the recombine the results when all have completed [110].  

 

8.3 LLMs Are Not the Path to AGI 
 

Despite their advancements, LLMs are fundamentally inadequate for achieving Artificial General Intelligence (AGI). 

Their architecture is based on probabilistic token prediction rather than true comprehension, reasoning, or 

adaptability. Several key limitations prevent them from evolving into AGI systems [6]: 

• Lack of causal reasoning: LLMs cannot infer cause-and-effect relationships, making them unreliable for 

logical deduction. 

• Limited world model: Their understanding is constrained by training data, preventing the formation of an 

evolving, structured knowledge base. 

• Hallucination tendencies: LLMs generate misleading information due to overreliance on statistical 

associations rather than factual accuracy.  It is discussed in [94] and references therein. 

• No intrinsic intentionality: Unlike human cognition, LLMs lack self-directed goals or independent thought 

processes. 

• Absence of motivation: AGI requires self-driven learning, curiosity, and goal-setting—qualities entirely 

absent in current LLMs. 

For AGI to emerge, AI systems must integrate more advanced reasoning, memory, and adaptive learning 

capabilities. Future breakthroughs will likely involve entirely new architectures that go beyond statistical pattern 

recognition and token prediction. See [6] for a more in-depth discussion of our view. 

 

8.4 The Future: AI Agents, AI Workflows and AI Applications Over LLMs 
 

As AI continues to evolve, the real innovation will lie in the orchestration and deployment of AI agents rather than 

in the models themselves. The ability to seamlessly switch between LLMs and leverage their strengths dynamically 

will define the next generation of AI-driven applications [102]. With platforms already enabling model-agnostic AI 

experiences, the dominance of any single LLM is temporary [103]. The real competitive advantage will belong to 

those who build the most effective AI-driven systems rather than those who develop individual models [104]. 

And then there is AGI and so many other conventional AI and ML like predictive AI, explainable AI, ethical AI. LLM 

and GenAI is such a small part of the field, use cases and revolutions that will eventually take place. It is to be seen 

if there will be another AI winter in between after all the hype ill placed on just LLMs /GenAI. 

 

 
16 [110] discusses when to best use on pattern or another. 
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9. Conclusions 
 

In conclusion, while LLMs have transformed AI applications, their role should be viewed as a steppingstone rather 

than the final stage of AI evolution. The future of AI development will be driven by innovative integration 

strategies, multi-agent/multiAI systems, and research into cognitive architectures that push beyond the constraints 

of current models.  

New use cases, new techniques and algorithm will be introduced for broad AI, and for LLMs. Some will overlap 

between GenAI and AGI or predictive AI, as LLM does today already on stock trading while not being good at 

predictive AI.  

The DeepSeek contributions follow this trend, and the circle of life for LLMs. Putting different technical idea 

together showed skills, and efficiencies, and shook up the industry. Now everybody else will do the same. But there 

is really nothing special beyond this. Everybody else will create a next generation LLM build on These contributions, 

as well as o3 and others. Then others will add new capabilities. It is really to be determined if DeepSeek will be able 

to continue to compete and contribute new ideas.  

Regardless, the demand for next-generation LLMs, applications, and agents will inevitably drive increased need for 

AI hardware and computing resources. This is good news for cloud providers and AI hardware vendors. Even 

geopolitical considerations are limited: sanction AI hardware was not used, or not used much and the sanction 

worked. China has invested heavily in AI research, and it's expected they can innovate at a comparable level to 

others. However, it appears they have built on existing Western LLM models and may have taken some legal and 

ethical shortcuts, much like OpenAI seems to have done.  

Yet, open source has emerged as a clear winner from these developments, strengthening the case for open data 

sets and model-building/training tools. Investors, researchers, and technology leaders who recognize this shift will 

be well-positioned to lead the next wave of AI breakthroughs.  

It’s business as usual. 
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