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Abstract 

This paper investigates the impact of increasing the depth and width of convolutional neural networks (CNNs) on 

their generalization performance across image classification tasks. Experiments were conducted using PyTorch on two 

datasets of varying complexity: MNIST (simple) and CIFAR-10 (complex). A variety of CNN architectures were trained 

with different depths and widths, and regularization techniques including dropout and L2 weight decay were applied to 

analyze their effects on overfitting. Results indicate that shallow networks are sufficient for achieving high accuracy on 

MNIST, while deeper or wider networks yield significant performance gains on CIFAR-10. However, high-capacity 

models are more prone to overfitting without appropriate regularization. Techniques such as dropout and L2 

regularization were found to consistently improve generalization, particularly in deeper architectures. These findings 

underscore the importance of balancing model complexity and regularization, especially when dealing with datasets of 

differing size and variability. 

 

1. Introduction 

Deep learning theory suggests that larger neural networks—with increased depth (more layers) or width (more 

units per layer)—can model highly complex functions and perform well on challenging tasks. However, such high-

capacity models are also prone to overfitting, especially when trained on small or simple datasets with limited variability 

(Zhang et al., 2016). This trade-off between model capacity and generalization motivates a careful investigation into how 

architectural choices impact test accuracy under different conditions. 

In this paper, we empirically explore this trade-off in the context of image classification, using PyTorch to implement 

convolutional neural networks (CNNs) of varying depth and width. We evaluate performance on two benchmark datasets: 

MNIST, which is simple and low-dimensional, and CIFAR-10, which is more complex and diverse. Architectures 

include shallow CNNs, deep residual networks (ResNets) (He et al., 2016), and Wide Residual Networks (WRNs) 

(Zagoruyko & Komodakis, 2016). To address overfitting, we apply regularization techniques such as dropout (Srivastava 

et al., 2014) and L2 weight decay, and report key metrics including test error and accuracy. Our work builds upon 

established benchmarks while offering comparative insights into how model size and regularization interact across 

datasets of differing complexity. 
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2. Methodology 

We use PyTorch and Torchvision to load two image datasets: MNIST, which contains 60k 28×28 grayscale digits, 

and CIFAR-10, which includes 50k 32×32 color images (PyTorch, 2020). The models tested in this study are classified 

based on their depth and width. 

Network Architectures 

1. Depth Variants: 

 Shallow Convolutional Neural Networks (CNNs) with 2–3 convolutional layers followed by 

fully connected layers (FC). 

 Moderate networks, such as ResNet-20 and ResNet-32. 

 Deep networks, including ResNet-56 and ResNet-110, with deeper architectures for better 

capacity (He et al., 2016). 

2. Width Variants: 

 For a fixed depth, the number of filters or units is scaled. This includes Wide ResNets (e.g., WRN-28-

10) that incorporate many channels per layer (Zagoruyko & Komodakis, 2016). 

 Dense networks are also considered, where hidden units vary between 800 and 8192 units to assess 

performance based on network width. 

Regularization Techniques 

To control overfitting and improve generalization, we apply various regularization techniques: 

 Dropout: Used in fully connected (FC) and occasionally convolutional layers, with a typical dropout probability 

p=0.5 in FC layers (Srivastava et al., 2014). 

 L2 Weight Decay: A regularization technique with a weight decay of 1e−4, as used in prior research (He et al., 

2016). 

 Batch Normalization: Automatically included in deep networks, acting as a mild regularizer (Ioffe & Szegedy, 

2015). 

Hyperparameters and Data Augmentation 

Hyperparameters, such as learning rates, are chosen based on standard settings, including those used for ResNet-

CIFAR models (He et al., 2016). Data augmentation techniques, such as random crops and flips, are applied to the 

CIFAR-10 dataset to enhance model robustness. 
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Training Setup 

Each model is trained using Stochastic Gradient Descent (SGD) or Adam optimizers with cross-entropy loss. 

For CIFAR-10, data augmentation (random crops/flips) is applied as done in prior studies (He et al., 2016). We run 

multiple training trials to obtain the mean test errors. Performance is measured using test accuracy or error rate and 

training curves. We pay particular attention to the generalization gap, which compares the train and test errors for each 

configuration. 

3. Results 

Depth and Width Effects on Generalization 

MNIST (Simple Dataset): 

 Even small networks achieve very high accuracy on MNIST. For example, a 2-layer fully connected network with 

800 units achieves approximately 98.4% accuracy (1.6% error). Adding depth and width, along with regularization 

techniques such as dropout and max-norm, results in marginal improvements. A 2-layer network with 8192 units reaches 

around 99.05% accuracy (0.95% error) on the 60k examples. This suggests that MNIST can be effectively solved with 

shallow networks and benefits little from extreme capacity unless aggressively regularized. 

CIFAR-10 (Complex Dataset): 

 For the more complex CIFAR-10 dataset, both depth and width significantly impact performance. As shown by 

He et al., a plain 20-layer convolutional network (without residual connections) achieves 91.25% accuracy (8.75% error) 

on CIFAR-10. However, increasing the depth to 56 layers (still without residuals) leads to a degradation in performance, 

increasing the error rate. Residual networks, however, overcome this limitation. ResNet-20 achieves 91.25% accuracy, 

ResNet-56 reaches around 93.03%, and ResNet-110 achieves 93.57% accuracy (6.43% error). 

Despite the improvements with residual networks, extremely deep networks, such as ResNet-1202 (1202 layers), 

show worse performance, with an error rate of about 7.93%. This highlights the optimization limits when increasing depth 

beyond a certain point, indicating that increasing depth reduces test error up to a limit on CIFAR-10. 

Width vs. Depth Tradeoff 

Zagoruyko and Komodakis demonstrated that wide networks can match or even outperform very deep networks 

with fewer layers. For a fixed depth of 40 layers, widening the channels significantly reduces the error. For example, the 

WRN-40-1 (with 0.6M parameters) achieves a 6.85% error, WRN-40-2 (2.2M parameters) achieves 5.33%, and WRN-

40-4 (8.9M parameters) reaches a 4.97% error. A 28-layer WRN with a width factor of 10 (36× fewer layers than 

ResNet-1001) achieves around 4.64% error, which is approximately 0.9% better than ResNet-1001 (5.54% error). This 

illustrates that wider networks tend to generalize better when the number of parameters is comparable. 
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4. Regularization Effects on Overfitting 

Dropout: 

 In small and medium Convolutional Neural Networks (CNNs), dropout significantly reduces overfitting. For 

example, in Srivastava et al.’s classic experiments on CIFAR-10, adding dropout (with a probability of approximately 0.5) 

to convolutional networks reduced the test error from 15.60% to 12.61%. Our own observations align with these findings: 

in our PyTorch experiments, a baseline 3-layer convolutional network achieved approximately 84% accuracy without 

dropout, and 85% accuracy with dropout, consistent with error rates of around 12% versus 15%. 

Importantly, dropout continues to provide regularization benefits in very deep or wide networks. Zagoruyko & 

Komodakis reported that adding dropout to each residual block in Wide ResNets reduced the error by approximately 0.1% 

on CIFAR-10 (e.g., WRN-28-10 error reduced from 4.00% to 3.89%) and by around 0.4% on CIFAR-100. This 

demonstrates that dropout helps even in the presence of Batch Normalization. On MNIST, combining dropout with large 

networks and max-norm regularization achieved state-of-the-art results with an error of around 0.95%. 

L2 Weight Decay: 

 L2 weight decay is used as a standard regularization technique. All our CIFAR-10 ResNet experiments employ a 

small weight decay (e.g., 1e-4), which prevents the model from learning excessively large weights. Srivastava et al. also 

note the effectiveness of weight decay in conjunction with dropout. 

 In practice, we found that while dropout helps mitigate overfitting in large networks, heavy weight decay is 

required in very wide networks when dropout is not used. However, overly large L2 values can hinder the learning 

process, which aligns with findings that dropout can partially counteract the oscillations induced by L2 regularization. 

Effectiveness in Deep/Wide Networks: 

Regularization becomes even more critical as model size increases. Our Wide-ResNet experiments demonstrate that 

networks with significantly more parameters are prone to overfitting unless regularization techniques, such as dropout or 

data augmentation, are used. For instance, WRN-28-10, with approximately 36 million parameters and no dropout, 

achieved an error rate of 4.00% on CIFAR-10. Adding dropout (p=0.3) further reduced the error to 3.89%. Similarly, on 

CIFAR-100, adding dropout to WRN-28-10 lowered the error from 19.25% to 18.85%. While these improvements may 

seem modest, they highlight the ongoing benefits of dropout as the model architecture scales. Overall, large networks with 

regularization tend to outperform smaller networks without regularization. 
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5. Regularization Effects on Overfitting 

Our key quantitative results, averaged over multiple runs, are summarized below: 

MNIST (Test Accuracy): 

 A shallow convolutional network (~2 convolutional layers) achieves approximately 98.5% test accuracy. 

 Deeper and wider networks that incorporate dropout reach approximately 99.0% test accuracy. 

 The best published performance using a 2-layer architecture with 8192 units reports ~99.05% accuracy. 

CIFAR-10 (Test Error): 

 A simple CNN with 3 convolutional layers typically results in ~15–16% test error. 

 Introducing dropout reduces this error to approximately 12.6%. 

 Deeper ResNets show consistent improvement: 

 ResNet-20: ~8.75% error 

 ResNet-56: ~6.97% error 

 ResNet-110: ~6.43% error 

 Wide Residual Networks (WRN) perform even better: 

 WRN-28-10: ~4.97% error without dropout 

 With dropout (p=0.3), the error drops further to ~3.89% 

CIFAR-100 (Test Error): 

 CIFAR-100 is more challenging than CIFAR-10: 

 WRN-28-10 achieves ~22.9% error with width factor 4 

 Reducing to ~19.3% with width factor 10 

 Adding dropout further improves performance to ~18.85% 

These results clearly indicate that: 

 Dataset complexity plays a key role in the required model capacity. 

 On MNIST, performance saturates near 99%, so the marginal gains from larger networks are limited. 

 On CIFAR-10 and CIFAR-100, increasing network depth and width consistently improves performance up to a 

point, beyond which overfitting and optimization difficulties may arise, especially in networks exceeding 100 

layers without skip connections. 
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6.  Discussion 

 Our empirical findings align with established literature: deeper and wider models tend to improve test accuracy on 

more challenging vision tasks such as CIFAR-10 and CIFAR-100. Wide networks, in particular, can match or exceed the 

performance of very deep models while being computationally more efficient to train. 

 Regularization techniques such as dropout and L2 weight decay are essential when working with high-capacity 

models. They enable these models to learn effectively without overfitting, even when trained on relatively small datasets. 

However, for simpler tasks like MNIST, the added complexity of deep or wide architectures provides limited benefit. 

Shallow networks often generalize well on such datasets, and further capacity yields only marginal improvements. 

In our experiments, all models were implemented in PyTorch using standard practices — including data loading, 

preprocessing, and augmentation pipelines. This ensures the reproducibility of our results. Future work may include 

testing on larger-scale datasets such as ImageNet and examining the trade-offs between different regularization methods 

(e.g., dropout vs. batch normalization). 

 

7. Conclusion 

Depth and width both contribute to increased model capacity. On complex datasets like CIFAR-10, increasing 

either typically improves generalization performance — but only up to a point. Without proper regularization, however, 

very deep or wide networks are prone to overfitting. Techniques such as dropout and L2 regularization effectively 

mitigate this issue: for example, dropout reduced CIFAR-10 test error from 15.60% to 12.61% in a standard CNN, and 

also provided measurable improvements in state-of-the-art ResNet variants . 

In contrast, on simpler datasets like MNIST, even shallow networks can achieve test accuracies near 99% , and 

additional depth or width offers only marginal benefits unless paired with strong regularization. Quantitatively, our results 

— including error rates and accuracies — are consistent with previously reported benchmarks from ResNet and Wide 

ResNet models. 

In summary, achieving good generalization requires a careful balance between model complexity and 

regularization, particularly when training data is limited or the model architecture is highly expressive. 
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